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Abstract. This short paper associated to the invited lectures intro-
duces two key concepts essential to artificial intelligence (AI), the area of
trustworthy AI and the concept of responsible Al systems, fundamental
to understand the technological, ethical and legal context of the current
framework of debate and regulation of Al. The aim is to understand their
dimension and their interrelation with the rest of the elements involved
in the regulation and auditability of AI algorithms in order to achieve
safe and trusted AI. We highlight concepts in bold in order to fix the
moment when they are described in context.
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Artificial Intelligence (AI) has matured as a technology, Al has quietly entered
our lives, and it has taken a giant leap in the last year. Image generative Al
models such as Stable Diffusion, Midjourney or Dall-E 2, or the latest evolutions
of large language models such as GPT-4 or Bart, have meant that Al has gone,
in just a few months, practically from science fiction to being an essential part
of the daily lives of hundreds of millions of people around the world.

This emergence goes hand in hand with a growing global debate on the ethical
dimension of AI. Concerns arise about its impact on data privacy, fundamental
rights and protection against discrimination in automated decisions, or the con-
tinued presence of fake videos and images. While some risks of Al, such as the
potential for automated decisions harmful to certain vulnerable groups, are rel-
atively well known, there are other less obvious risks, such as hidden biases that
may arise from the data used in its training or the vulnerability of Al systems
to adversarial attacks.

This whole scenario raises the need to establish responsible, fair, inclusive,
trustworthy, safe and transparent frameworks. Before defining precisely these
concepts, let’s delve into the current state of the Al regulation.

The AI Act draft proposal for a Regulation of the European Parliament and
of the Council laying down harmonized rules on Al [2] is the first attempt to enact
a horizontal AT regulation. The proposed legal framework focuses on the specific
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use of Al systems. The European Commission proposes to establish a technology-
neutral definition of Al systems in EU legislation and defines a classification for
AT systems with different requirements and obligations tailored to a “risk-based
approach”, where the obligations for an Al system are proportionate to the level
of risk that it poses.

In this context, a technical approach to Al emerges, called trustworthy Al
[3]. It is a systemic approach that acts as prerequisite for people and societies
to develop, deploy and use Al systems. It is composed of three pillars and seven
requirements: the legal, ethical, and robustness pillars; and the following techni-
cal requirements: human agency and oversight; technical robustness and safety;
privacy and data governance; transparency; diversity, non-discrimination and
fairness; societal and environmental wellbeing; and accountability.

On top of this, it is necessary to consider a holistic view of trustworthy ITA,
as outlined in [3], by bridging the gap between theory and practice. This holistic
view offered aims to ultimately highlight the importance of all these elements in
the development and integration of human-centered Al-based systems into the
everyday life of humans, in a natural and sustainable way. We introduce shortly
the two fundamental sides, theory and practice:

— Theory: ethical principles, philosophical approach to Al ethics, and key tech-
nical requirements (explainability, privacy-based algorithms such as feder-
ated learning with multiple private information sources, algorithmic fairness,
among others),

— Practice: that revolves around regulation based on risk levels, and the design
of intelligent systems that follow this regulation from a legal and ethical point
of view. These systems are called “responsible Al systems”, and we focus our
attention on them in this reading.

It should be noted that the adoption of trustworthy Al [7,8] in the form of
practical frameworks is not yet a reality. Trustworthy Al is still very underdevel-
oped and conceptual. Moreover, models to materialize this concept are just being
born, and are far from common practice (see, for example, the TAII framework
[1] and Wasabi conceptual model [9]).

The term responsible Al has been widely used quite as a synonym of trustwor-
thy AI. However, it is necessary to make an explicit statement on the similarities
and differences that can be established between trustworthy and responsible Al
The main aspects that make such concepts differ from each other is that re-
sponsible AI emphasizes the ethical and legal use of an Al-based system, its
auditability, accountability, and liability, whereas trustworthy IA also consider
technological requirements such as explainability, robustness, algorithmic fair-
ness...

To fix the concepts, when referring to responsibility over a certain task, the
person in charge of the task assumes the consequences of their actions/decisions
to undertake the task, whether they result to be eventually right or wrong. When
translating this concept of responsibility to Al-based systems, decisions issued
by the system in question must be accountable, legally compliant, and ethical.
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Responsible Al is an area of Al governance, developing AI from both an
ethical and legal point of view. The key element in this context is the concept
of “Responsible Al system”:

“It is an Al systems that requires ensuring auditability and account-
ability during its design, development and use, according to specifica-
tions and the applicable regulation of the domain of practice in which
the AI system is to be used [3].”

The implementation of responsible AI can help reduce Al bias, create more
transparent Al systems and increase end-user trust in those systems. We intro-
duce shortly the two fundamental features:

— Auditability is becoming increasingly important when standards are being
materialized regarding all trustworthy AI technical requirements. In terms
of particular tools for auditing, especially when the Al system interacts with
the user, grading schemes adapted to the use case are needed to validate an
intelligent system.

— Accountability establishes the liability of decisions derived from the AI sys-
tem’s output, once its compliance with the regulations, guidelines and specifi-
cations imposed by the application for which it is designed has been audited.
Again, accountability may comprise different levels of compliance with the
requirements for trustworthy AI defined previously.

It is important to pay attention to auditability (ex-ante) versus accountabil-
ity (post-hoc) in intelligent systems analysis. The challenge is in the design of
auditability methodologies and metrics and accountability monitoring method-
ologies.

In parallel to the technical requirements, we have to pay attention to the
regulation, with an approach based on levels of risk. In Europe, regulatory re-
quirements in force for the deployment of Al systems are prescribed based on the
risk of such systems to cause harm. Indeed, the Al Act agreed by the European
Parliament, the Council of the European Union, and the European Commission,
is foreseen to set a landmark piece of legislation governing the use of Al in Eu-
rope and regulating this technology based on the definition of different levels of
risks: minimal, limited, high-risk and unacceptable risk. In these categories dif-
ferent requirements for trustworthy Al and levels of compliance are established
(3].

It is important to note that auditability refers to a property sought for the
Al-based system, which may require transparency (e.g. explainability methods,
traceability), measures to guarantee technical robustness, etc. Note that the
auditability of a responsible Al system may not necessarily cover all requirements
for trustworthy AI, but rather those foretold by ethics, regulation, specifications
and protocol testing adapted to the application sector (i.e., vertical regulation).

We talk about risk levels, and we must also talk about high-risk scenarios.
The AT Act introduces the High-risk Al systems (HRAISs) as similar concept of
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responsible Al systems for high-risk scenarios, as systems that can have a signif-
icant impact on the life chances of a user (Art. 6); they create an adverse impact
on people’s safety or their fundamental rights. Eight types of systems fall into
this category (that is, eight high-risk scenarios). These are subject to stringent
obligations and must undergo conformity assessments before being put on the
FEuropean market, e.g. systems for eligibility for public benefits or assistance,
or law enforcement or access to education. They will always be high-risk when
subject to third-party conformity assessment under that sectorial legislation.

A complete discussion on Responsible Al systems for a high-risk scenario
leads us to stablish a set of auditability requirements and metrics to design
the mentioned methodologies. Key attributes such as robustness, explainability,
transparency and traceability, sustainability, fairness are essential among others.
See [5] and [4] for an initial analysis in two different contexts, financial services
and autonomous driving domain respectively. This is an area that requires a great
deal of attention and is a great challenge to establish compliance requirements
and metrics, and tailored to each high-risk scenario.

We should delve into another essential aspect for responsible Al systems, safe
Al AI safety is an interdisciplinary field concerned with preventing accidents,
misuse, or other harmful consequences that could result from AI systems. It
encompasses machine ethics and AT alignment, which aim to make AI systems
moral and beneficial, and robustness technical problems, including monitoring
systems, adversarial robustness, detecting malicious use, attacks and backdoors,
... Beyond AI research, it involves developing norms and policies that promote
safety [6].

Last but not least in the holistic view, any analysis must be accompanied by
another critical aspect dedicated to ethics and all its social implications. It is nec-
essary to consider the social acceptance or economic and legal implications, thus
analysing the ELSEC aspects of Al-based systems (ethical, legal, socioeconomic
and cultural).

Finally, we would like to conclude by stressing that safe and trustworthy Al is
a critical area to meet upcoming regulations, the necessary auditability metrics
for their analysis and compliance, address ethical issues, manage risk analysis in
human-AI system interaction, and ensure the technical soundness of responsible
Al systems.

This is the beginning of a fascinating path that enables the development
of technology for the development of responsible Al systems. The goal of a
responsible Al system is to employ Al in a safe, reliable and ethical manner. The
journey is just beginning and in the next few years we will have auditable Al
systems and auditability methodologies in all the necessary high-risk scenarios.
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