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Abstract

The new generation networks and systems are increasingly demanded to
present higher capacities such as flexibility, adaptability, or real-time capabili-
ties. In this context, Time-Sensitive Networking (TSN) standards provide Eth-
ernet with functionalities capable of meeting these new demands. However, the
adoption of TSN by the industry has been limited due to the high complexity of
configuring and analyzing its various mechanisms. This thesis aims to address
this issue by developing tools to facilitate the adoption of TSN in the industry.
To this end, we have created tools to enable efficient and semi-automatic TSN
configuration and analysis. These tools can efficiently configure TSN networks
based on traffic characteristics while supporting legacy devices in case of mi-
gration or integration of legacy systems to TSN. Additionally, the analysis tools
enable guaranteeing the compliance of the TSN configuration with the network
requirements with reduced waste of resources.

Specifically, we have devised a mapping tool called LETRA to distribute
the Ethernet-based traffic among the three basic types of TSN traffic, i.e. Sched-
uled Traffic (ST), Audio-Video Bridging Traffic (AVB), and Best-Effort Traffic
(BE). Since ST requires traffic scheduling, we developed HERMES, a heuristic
scheduler that generates efficient schedules in a fast manner. For AVB traf-
fic, which requires some previous schedulability analysis to guarantee it meets
its time requirements, we propose a new Worst-Case Response Time Analysis
(WCRTA) which reduces the pessimism of previous approaches. Finally, re-
garding the support for the integration of legacy devices in TSN systems, we
have developed mechanisms to avoid adverse consequences resulting from the
lack of synchronization between legacy devices and TSN.



Sammanfattning

Den nya generationens nitverk och system stélls infor allt hogre krav pa ka-
pacitet, sasom flexibilitet, anpassningsformaga och realtidskapabiliteter. I detta
sammanhang erbjuder standarderna for Time-Sensitive Networking (TSN)
Ethernet-funktioner som kan mota dessa nya behov. Trots detta har industrins
adoption av TSN varit begriansad pa grund av den hga komplexiteten i att kon-
figurera och analysera dess olika mekanismer. Denna avhandling syftar till att
hantera detta problem genom att utveckla verktyg for att underlitta industrins
anviandning av TSN. For detta dndamal har vi skapat verktyg som mojliggor
effektiv och semi-automatisk konfiguration och analys av TSN. Dessa verk-
tyg kan effektivt konfigurera TSN-nitverk baserat pa trafikens egenskaper och
samtidigt stodja dldre enheter vid migrering eller integration av dldre sys-
tem till TSN. Dessutom mojliggor analysverktygen att sdkerstédlla att TSN-
konfigurationen uppfyller nitverkskraven med minskad resursforbrukning.

Vi har utvecklat ett verktyg, LETRA, for att fordela Ethernet-baserad trafik
mellan de tre grundliggande typerna av TSN-trafik: Scheduled Traffic (ST),
Audio-Video Bridging Traffic (AVB) och Best-Effort Traffic (BE). Eftersom
ST kridver schemaldggning av trafik, har vi tagit fram HERMES, en heuris-
tisk schemalidggare som genererar effektiva scheman pa kort tid. For AVB-
trafik, som kriver en forhandsanalys av schemaléiggbarhet for att sikerstélla att
dess tidskrav uppfylls, foreslar vi en ny Worst-Case Response Time Analysis
(WCRTA) som minskar pessimismen jimfort med tidigare metoder. Slutligen,
nir det giller stod for integration av dldre enheter i TSN-system, har vi utveck-
lat mekanismer for att undvika negativa konsekvenser som kan uppsta pa grund
av bristande synkronisering mellan dldre enheter och TSN.
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Chapter 1

Introduction

The rapid evolution of industrial networks and systems has led to an increas-
ing demand for advanced capabilities such as flexibility, adaptability, and real-
time performance. This demand is driven by the need to enhance opera-
tional efficiency, optimize resource utilization, and improve product capabil-
ities. Emerging technologies frequently offer novel solutions that provide com-
petitive advantages through cost reduction, product improvement, and sustain-
ability. However, the adoption of these technologies often presents significant
challenges related to their practicality and integrability within existing indus-
trial frameworks.

One such emerging technology is Time-Sensitive Networking (TSN). TSN
standards, developed under the auspices of the IEEE, extend Ethernet func-
tionalities to meet stringent industrial requirements. These standards provide,
among others, precise clock synchronization, low-latency and deterministic
data transmission with zero jitter, support for varying types of real-time re-
quirements within a single network, fault tolerance mechanisms, and dynamic
network reconfiguration capabilities.

The journey of TSN began with the establishment of the IEEE Audio-Video
Bridging (AVB) Task Group in 2005, which aimed to equip Ethernet with soft
real-time capabilities tailored for audio and video streaming. As interest in
AVB standards grew across various sectors, including automotive [1], automa-
tion [2], and energy distribution [3], the AVB Task Group evolved into the TSN
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Task Group in 2012, broadening its scope to address diverse industrial needs.
These initiatives resulted in the development of key standards such as IEEE
Std 802.1AS [4] for clock synchronization, and IEEE Std 802.1Q [5] for the
Time-Aware Shaper (TAS), the Credit-Based Shaper (CBS), and the Stream
Reservation Protocol (SRP).

Despite the significant advantages offered by TSN, its adoption in the in-
dustry has been limited due to the complexity of configuring and analyzing
its various mechanisms. Implementing TSN requires substantial investments
in new devices, highly skilled personnel, and considerable time for installa-
tion, configuration, and deployment. Established companies face additional
challenges in integrating legacy systems with TSN, further complicating the
adoption process.

This thesis aims to address these adoption difficulties by developing tools
to facilitate the efficient configuration and analysis of TSN . The proposed tools
will enable effective TSN network configuration based on traffic characteristics
while preserving legacy devices during migration or integration. Additionally,
the analysis tools will ensure the compliance of the TSN configuration with the
network requirements with a reduced waste of resources. The focus will be
on mapping, scheduling, and analyzing the feasibility of unscheduled traffic, as
well as assessing the impact of legacy systems on these processes. By providing
practical solutions to the challenges of TSN adoption, this research seeks to
pave the way for the broader application of TSN in industrial networks.

1.1 TSN Adoption Challenges and Contributions

A key feature of TSN is its ability to handle diverse traffic types, enabling the
management of traffic with varying priorities and real-time characteristics on
the same network. To this end, TSN defines three basic traffic types: Sched-
uled Traffic (ST), AVB traffic, and Best-Effort (BE) traffic. The first challenge
in TSN configuration is efficiently classifying Ethernet-based traffic, whether
legacy or new, into these traffic types to increase schedulability and compliance
with timing requirements. To address this, we developed the Legacy Ethernet-
based Traffic Mapping Tool (LETRA), a methodology and tool designed to
classify Ethernet-based traffic based on its characteristics.
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The second challenge is related to ST traffic. Indeed this type of traffic oper-
ates on a fixed cyclic schedule, specifying the exact transmission time for each
frame. This requires a fast and scalable scheduler to accommodate dynamic and
large-scale systems. In response, we created the Heuristic Multi-Queue Sched-
uler (HERMES), which provides high schedulability with very low scheduling
times and ensures zero jitter for ST traffic, even in large systems.

The third challenge is related to AVB traffic. Unlike ST, where timing re-
quirements are guaranteed by construction, AVB traffic is scheduled online and
relies on schedulability analysis, such as Worst-Case Response Time Analy-
sis (WCRTA), to verify its real-time compliance. Minimizing pessimism in
WCRTA is essential to improving resource efficiency. In this work, we sig-
nificantly reduce the pessimism compared to existing analyses, enhancing the
practical usability of AVB traffic in TSN systems.

Finally, integrating legacy systems into TSN networks presents additional
challenges, particularly synchronization issues, as many legacy devices are
not compatible with TSN synchronization protocols. This work addresses
these challenges by developing a synchronization mechanism called TSN with
Legacy End-Stations Synchronization (TALESS) .

These contributions are integrated into a comprehensive toolchain capable
of automatically and efficiently migrating Ethernet-based traffic to TSN, with
support for legacy systems. The toolchain, illustrated in Fig. 1.1, facilitates the
practical and cost-efficient adoption of TSN in both new and legacy environ-
ments.

Ethernet-based
traffic model

ST Scheduler ::>
« Period = 100 ms (HERMES)
« Offset=10ms
* Length = 1000 B
* Source = N1 Mapping tool Improved > TSN
« Destination = N2 (LETRA) AVB WCRTA

Ethernet-based r;
traffic

> TSN / Legacy end-stations synchronization < H
(TALESS)

Fig. 1.1: Proposed toolchain solution.
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1.2 Thesis outline

The outline of this thesis is as follows:

Sections 2 and 3 provide an overview of the main TSN mechanisms ad-
dressed in this work and the state of the art concerning various aspects of these
mechanisms, respectively. Section 4 introduces the problem formulation, while
Section 5 describes the employed research methodology. Finally, Sections 6
and 7 present the contributions of this thesis, along with the conclusions and
potential directions for future research.



Chapter 2

Background

This section presents the mechanisms involved in TSN traffic shaping and syn-
chronization. These mechanisms are primarily responsible for providing TSN
with its significant flexibility and adaptability, which are highly relevant in in-
dustrial applications. They are crucial for the correct configuration and analysis
of TSN traffic and are therefore essential for understanding this work.

2.1 TSN Traffic

TSN end-stations communicate by transmitting Ethernet frames through routes
composed of links and TSN switches. The output ports of TSN end-stations
and switches consist of up to eight First-In First-Out (FIFO) queues, each as-
sociated with a priority level. These queues can apply different traffic-shaping
mechanisms. Depending on the priority and the mechanisms applied, the traffic
associated with each priority is classified into one of the three available traffic
classes: ST, AVB, and BE. ST has the highest priority among the traffic classes,
while BE has the lowest priority. It is important to note that multiple queues
can cover the same traffic class; for example, AVB can consist of classes A, B,
and C, each associated with a different priority level. Fig. 2.1 shows an exam-
ple of a TSN output port with four queues configured as follows: ST with the
highest priority, AVB classes A and B with the second and third highest priori-
ties, and BE traffic with the lowest priority. Next, we explain the operation and
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configuration of each TSN traffic type.

STqueue AVBqueue AVBqueue BE queue
Priority 3 Priority 2 Priority 1 Priority 0 g === st

GCL
TO
110010
™
o1 ]1]1
T2
ol1|1]|1
T3
1(0]0f|0
T4
ofl1|1]1
T5
ofl1|1]|1
Strict Priority
TAS Cycle 1
£ 1\
T2 B ¢+ [5 6 |
TO T T2 T3 T4 T5 TO’
Priority 2 Credit
Priority 1 Credit

Fig. 2.1: A TSN output port with four FIFO queues: one ST queue, two AVB
queues, and one BE queue.

2.1.1 Scheduled Traffic

ST frames are scheduled offline, allowing knowing the exact transmission time
slot of each ST frame, thereby guaranteeing their timing requirements by con-
struction. However, to ensure that ST frames are transmitted according to their
schedule, it is necessary to prevent interference from other frames that could
delay the transmission of ST frames. This is achieved through the Time-Aware
Shaper (TAS) mechanism described in IEEE 802.1Qbv [6]. According to this
mechanism, each queue has an associated gate that can be either open or closed
(see Fig. 2.1). Frames in a queue can be transmitted when the gate is open; oth-
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erwise, the frames are blocked from transmission. The gates are controlled by
the Gate Control List (GCL), which specifies when the gates should be open,
and it is a cyclic list that repeats the schedule. The time that gates are open or
closed can be specified at the nanosecond level for each entry of the GCL, and
we refer to the interval during which a gate is open as a transmission window.

Fig. 2.1 shows an example of TAS operation. In this example, two ST
frames (frames 1 and 4) with a period of 6 time units are transmitted through
a switch port. In this figure, the vertical dashed lines indicate the ST window.
According to this example, from time TO to T1, the ST gate is open (shown
as 1 in the GCL), while the lower-priority gates are closed (shown as O in the
GCL), allowing the transmission of frame 1. Then, in the time interval between
T1 and T3, the ST gate is closed, allowing the transmission of lower-priority
traffic. Finally, in the time interval between T3 and T4, the ST gate opens
again, allowing the transmission of frame 4 without interference from other
frames. After this, the ST gate closes again, and the lower-priority queues
reopen, allowing the transmission of the remaining lower-priority traffic. Only
one cycle of frame transmissions is represented at the bottom of Fig. 2.1. Other
cycles may show differences in the transmission of lower-priority traffic but
would maintain the transmission of frames 1 and 4 in the intervals TO-T1 and
T3-T4, respectively.

2.1.2 Audio-Video Bridging Traffic

Unlike ST, AVB traffic is scheduled online. This provides greater flexibility,
allowing for more efficient transmission of both periodic and aperiodic traffic at
the cost of increased jitter, while still maintaining Real-Time (RT) capabilities
due to its deterministic nature. To achieve this, the AVB Task Group introduced
the Credit-Based Shaper (CBS) [7], which defines credits for AVB queues. The
credit is consumed when a frame in that AVB queue is sent and replenished
when frames are waiting to be transmitted or the credit is negative. AVB queues
can only transmit when their credit is positive or zero and their gate is open
according to the GCL. As a result, CBS limits the maximum bandwidth that an
AVB queue can use and allows the transmission of lower-priority traffic even
if higher-priority traffic is waiting to be transmitted when its credit is negative.
This reduces buffering and improves the Quality of Service (QoS) for lower-
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priority traffic. Although the activation time of AVB traffic is unknown due
to possible interference from other AVB classes or ST frames, its Worst-Case
Response Time (WCRT) can be calculated through Worst-Case Response Time
Analysis (WCRTA) such as in[8].

Fig. 2.1 shows an example of CBS operation for two AVB queues (Classes
A and B) interacting with two higher-priority ST frames and one lower-priority
BE queue. In this figure, in addition to the vertical dashed lines indicating
the ST windows, we now also consider the slopes indicating the evolution of
the credit. As shown in the figure, during the interval TO-T1 corresponding
to the transmission of ST frame 1, the credit of both queues remains frozen
at zero despite frames waiting to be transmitted. After this, since the credit
of both AVB queues is zero, the AVB class A queue begins to transmit frame
2 since it has higher priority. While the frame is transmitted the AVB Class
A credit is consumed and the credit of class B increases. After transmitting
the frame, at T2, the credit of the AVB class A queue is negative; therefore,
class B begins to transmit. After the transmission of the AVB class B frame, at
T3, the transmission window for ST frame 4 begins, closing all other gates to
ensure its uninterrupted transmission. After transmitting the ST frame at T3, the
credit of the AVB traffic gates remains negative; therefore, the BE frame can be
transmitted even though higher-priority frames are waiting to be transmitted.
Finally, at T5, the credit of the AVB class B queue returns to zero, allowing
frame 6 to be transmitted.

2.1.3 Best-Effort traffic

BE traffic does not have real-time guarantees, although it has guaranteed the
bandwidth that is not reserved by AVB queues. A queue carrying BE traffic has
the lowest priority and does not incorporate CBS. Therefore, it can only trans-
mit frames if its gate is open and all other AVB queues have negative credit or
there is no AVB traffic ready for transmission, as shown in Fig. 2.1. In the case
of multiple BE queues, in addition to the aforementioned conditions, lower-
priority BE queues can only transmit if no frames are waiting to be transmitted
in higher-priority BE queues.
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2.2 TSN Clock Synchronization

The Generalized Precision Time Protocol (gPTP) is the protocol that provides
clock synchronization for TSN. It is described in the IEEE 802.1AS stan-
dard [4] and consists of three main components: the Best Master Clock Algo-
rithm (BMCA), the Propagation Delay Measurement (PDM) mechanism, and
the Transport of Time-synchronization Information (TTI). The BMCA is used
to determine the grandmaster clock, which serves as the reference clock in the
TSN network, as well as to establish the hierarchy among the different TSN
devices. The PDM mechanism is employed once the hierarchy is established to
measure the propagation delay between systems. Finally, the TTI mechanism
is used to distribute the grandmaster clock time to synchronize the other TSN
devices. Together, these three mechanisms can provide clock time precision
among TSN devices down to tens of nanoseconds. Each of these mechanisms
is detailed below.

Slave Slave
clock clock
S M
M S
Grandmaster Slave Slave
S
clock clock clock
M M P P
S M S M
Slave Slave Slave s Slave
clock clock clock clock

Fig. 2.2: Example of TSN time-synchronization spanning tree.
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2.2.1 Best Master Clock Algorithm

The BMCA constructs a time-synchronization spanning tree with the grand-
master as the root. An example of this can be seen in Fig. 2.2. As shown
in the figure, each TSN device can be either a grandmaster or a slave, while
ports can be Master (M), Slave (S), Passive (P), or Disabled (D). To deter-
mine these roles, each system periodically sends a special broadcast message
called an announce message. The announce message contains vari-
ous parameters, but for simplicity, we focus on two: systemIdentity and
stepsRemoved. The systemIdentity specifies the quality of the clock
of the TSN device sending the message, while stepsRemoved indicates the
distance from the transmitter to the receiver. Specifically, stepsRemoved is
incremented each time the announce message is forwarded. This means
that in a linear topology with three TSN devices, when the first device in the
line transmits its announce message, the message reaches the second de-
vice with a stepsRemoved value of zero. However, this device will incre-
ment st epsRemoved before forwarding it to the next TSN device. Thus, the
last device will receive the announce message sent by the first device with
a stepsRemoved value of one.

As shown in Fig. 2.3, when a TSN device does not have an assigned
role, it can become either a slave or the grandmaster clock. If the system re-
ceives an announce message from a better clock, i.e., a message with a
better systemIdentity parameter, it becomes a slave. Conversely, if the
time-aware system does not receive any announce message from a better
clock after a defined period (determined by the periodicity of the announce
message), it becomes the grandmaster clock. If a TSN device is already a
grandmaster or a slave, a similar process occurs. If the grandmaster receives
an announce message from a better clock, it becomes a slave. Finally, if
a slave does not receive an announce message from a better clock after
a defined period, it becomes the grandmaster. Additionally, depending on the
proximity to the grandmaster, TSN ports have different roles, which can be de-
termined by the stepsRemoved parameter. Specifically, the port closest to
the grandmaster clock becomes the slave port, and only one port in the system
can have this role. On a link, the port closest to the grandmaster clock becomes
a master port. Finally, if a port is disabled, it becomes a disabled port, and if it
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is none of the master, slave, or disabled ports, it becomes a passive port.

Announce message
from a better clock

No Announce message

Not Defined from a better clock

Grandmaster
Clock

Announce message
from a better clock

No Announce message
from a better clock

Fig. 2.3: Time-aware system BMCA evolution.

2.2.2 Propagation Delay Measurement

Once the synchronization tree with the grandmaster as the root is created,
the slaves can perform PDM to measure the propagation delay. This pro-
cess is illustrated in Fig. 2.4. PDM begins with a slave device sending a
Pdelay_request message through its slave port to another device, which
can be the grandmaster or another slave, and recording the time when the mes-
sage was transmitted (7'1). The responder receives the message through its
master port, records the time when the message was received (7'2), sends 12
back to the initiator, and records the time when the message was transmitted
(1'3). The initiator receives 12 and records the time when the message was
received (7'4). Finally, the responder sends 7'3 to the initiator, allowing it to

calculate the delay using Delay = (T47T1);(T37T2).

2.2.3 Transport of Time-synchronization Information

Once the spanning tree with the grandmaster as the root has been built and
the delays between slave ports and master ports have been measured, TTI is
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Slave Master
Port Port

L o
Pdelay_Req

— Vi
T3
Pdelay_Resp——— |
T4le— T2

Pdelay_Resp_Follow_Up—|

«——

Fig. 2.4: PDM diagram.

executed. TTI consists of the transmission of the local time of the TSN de-
vices through their corresponding master ports to the slave devices connected
to them. Once the TTI message is received through the slave port, the slave
device updates its local time by adding the delay measured through PDM to the
time received.
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State of the Art Review

The significant contributions of the TSN TG since 2012 have spurred exten-
sive research within the community, focusing on the study, application, and en-
hancement of TSN. For instance, Ashjaei et al. in [9] propose a comprehensive
and up-to-date survey of TSN-related research. The effects of the time-aware
shaper were examined in [10]. Regarding fault tolerance, Kehrer et al. [11] ad-
dressed fault tolerance issues and Alvarez et al. [12] proposed time redundancy
to handle temporary faults. Scheduling policies were explored by Umadevi et
al. in [13], while load balancing was investigated in [14].

In the context of dynamic system networks, several studies have explored
reconfiguration and integration. For example, the works by Gutierrez et al.
in [15] and [16] introduced a Configuration Agent for TSN, which continuously
monitors the network for changes and automatically updates the configuration
to adapt while maintaining the desired quality of service. This element sig-
nificantly enhances TSN’s adaptability by providing online auto-configuration.
On the other hand, Said et al. in [17] analyzed the ability of SDN to accelerate
the Time-to-Integrate process in evolving topologies from a synchronization
perspective.

Regarding the integration of legacy networks into TSN, Nsaibi et al. in [18]
integrated several TSN standards into Sercos III, a closed system that allows
standard Ethernet devices to be connected, enhancing its performance. Simi-
larly, Seijo et al. in [19] proposed a methodology for integrating wireless TSN

15
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(802.11). Additionally, Szancer et al. in [20] suggested a migration method for
SERCOS III to TSN, adopting TSN’s gPTP due to the incompatibility of syn-
chronization mechanisms between the two protocols. For TSN and PROFINET
integration, Schriegel et al. in [21] proposed a new type of switch to map
PROFINET traffic onto TSN, though it does not prevent clock drift between
TSN and PROFINET end-stations, which could have adverse effects. Lastly,
Barzegaran et al. in [22] and Zhao et al. in [23] introduced TSN schedulers
for unscheduled and unsynchronized legacy traffic with high jitter, but they do
not guarantee zero-jitter reception and overlook clock drift. Both studies as-
sume a constant period for legacy frames, which may not hold true due to drift
from the TSN perspective. As demonstrated by Chouksey et al. in [24], there
are still numerous challenges in achieving proper integration between TSN and
non-TSN devices.

This work focuses on the configuration and analysis of TSN, as well as the
migration and integration of legacy systems to facilitate its adoption by the in-
dustry. Specifically, we will study the mapping of traffic into the three types
of TSN traffic: ST, AVB, and BE. Additionally, traffic classified as ST must
be scheduled to ensure its timing requirements are guaranteed by construction;
therefore, we will also study ST schedulers. Moreover, AVB traffic needs to be
analyzed to guarantee it meets its timing requirements, therefore we will also
examine the AVB WCRTA. Finally, a critical aspect of migrating and integrat-
ing legacy systems is ensuring synchronization between different devices in the
network. Consequently, we will also investigate the synchronization of TSN in
heterogeneous networks, which combine both legacy and TSN devices.

3.1 TSN Mapping

In the context of traffic mapping, Gavrilut et al. in [25] proposed a meta-
heuristic method to map mixed-criticality applications into TSN traffic classes.
While this method shares similar objectives with our work, it does not encom-
pass all scenarios found in industrial applications. Specifically, it is more suit-
able for situations with limited mixed-criticality levels in legacy systems with
limited timing information.

Other studies, such as the one by Docquier et al. in [26], focus on map-
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ping specific types of traffic, whereas the proposal by the Industrial Internet
Consortium in [27] examines the characteristics of various TSN traffic types
and offers guidance on mapping procedures. Despite these contributions, to
the best of our knowledge, there are no automated tools available that map
Ethernet-based traffic into TSN based on its characteristics.

3.2 ST Scheduling

In the field of ST scheduling within TSN networks, various approaches have
been proposed, many of which are compiled, analyzed, and experimentally
compared in a recent survey by Xue et al. in [28]. For instance, Craciunas
et al. in [29] presented an SMT-based scheduler capable of managing networks
with multiple ST queues. The work by Gavriluct et al. in [30] proposed a GCL
synthesis approach using the Greedy Randomized Adaptive Search Procedure
(GRASP) meta-heuristic [31], which considers AVB traffic. Additionally, Zhou
et al. in [32] present an ST scheduling approach based on Satisfiability Mod-
ulo Theories (SMT) for TSN networks that incorporates frame preemption to
enhance schedulability.

Other works combine routing and scheduling. For instance, Gavriluct et al.
in [33] also suggested a joint routing and scheduling strategy for both ST and
AVB traffic, employing an integrated heuristic and meta-heuristic approach.
This strategy utilizes the K-Shortest Path (KSP) method [34] for routing and
GRASP for scheduling both ST and AVB traffic simultaneously. Hellmanns
et al. in [35] and Schweissguth et al. in [36] present an optimization frame-
work for joint routing and scheduling in TSN networks using Integer Linear
Programming (ILP), achieving efficient and feasible configurations for com-
plex TSN setups. Moreover, Pahlevan et al. in [37] introduced joint routing
and scheduling algorithms, formalized as a meta-heuristic scheduling approach
based on a Genetic Algorithm (GA). Furthermore, Atallah et al. in [38] pro-
posed a greedy heuristic algorithm for joint topology, routing, and scheduling
synthesis to support seamless redundant transmission for ST.

Most of these solutions rely on ILP, CP or SMT solvers, with some lever-
aging meta-heuristics like GA. However, these methods often exhibit high time
complexity, limiting their scalability. To address this, Pahlevan et al. in [39]
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proposed a heuristic routing and scheduling algorithm called Heuristic List
Scheduler (HLS), which is restricted to a single ST queue. Additionally, Syed
et al. in [40] compared four heuristic algorithms that combine routing and
scheduling: Modified Most Loaded Heuristic (MML), Bottleneck Heuristic
(BN), Coefficient of Variation Heuristic (CV) [41][42], and Modified Dot Prod-
uct Heuristic (MDP) [43]. Finally, Zhang et al. in [44] propose a scalable
and flow-aware scheduling approach for TSN networks, leveraging divisibility
theory to partition the no-wait scheduling problem into smaller subproblems,
which are solved using heuristics. Their method achieves efficient scheduling
while ensuring scalability, supporting multiple traffic flows and queues, and
maintaining compatibility with practical TSN constraints.

A recent survey by Xue et al. in [45] identified various features and char-
acteristics of existing ST schedulers. Despite the extensive research on TSN
scheduling, many solutions are not inherently compatible with the specific char-
acteristics of legacy traffic, such as offsets, drifts, or specific reception jitters.
Moreover, these solutions are often either highly time-complex or very limited
in terms of schedulability.

3.3 AVB Worst-Case Response Time Analysis

Since the AVB standard was introduced in 2011, numerous studies have tackled
the challenge of analyzing its WCRT. These analyses can be broadly catego-
rized into three approaches: busy period analysis, Network Calculus, and eli-
gible interval analysis. These analyses are summarized in a recent survey [46],
where Wang et al. conducted a systematic review to classify existing schedula-
bility analysis methods, evaluate their strengths and weaknesses, and highlight
the challenges and future research directions that remain in TSN schedulability
analysis.

The busy period analysis focuses on identifying the critical instant that pro-
duces the WCRT. Diemer et al. in [47] introduced one of the first AVB WCRTA
based on this method, though it was limited to a single output port and a single
AVB queue, excluding ST interference. This work was later extended in [48]
to include two AVB queues (Class A and Class B), but still did not consider ST
interference and remained confined to one output port. Finally, Lo Bello et al.
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in [49] further advanced this approach by incorporating interference from other
AVB classes and ST traffic, both with and without preemption of non-ST traffic,
and included multi-hop calculations. However, this analysis was still limited to
two AVB classes and exhibited optimism in ST interference calculations.

The second approach utilizes Network Calculus, a theoretical framework
for performance analysis in communication networks, to calculate the maxi-
mum delay each frame may experience. Zhao et al. in [50] and [51] imple-
mented an AVB WCRTA using Network Calculus, enabling WCRT calcula-
tions from transmitter to receiver for multiple AVB queues, considering ST
interference with and without preemption. However, Network Calculus faces
limitations with loop networks involving circular dependencies and allocates
the same bandwidth for an AVB class on all links, reducing configuration flex-
ibility. This method, along with the one proposed in [49], uniquely provides
WCRT from transmitter to receiver, including ST interference and preemption.
Other Network Calculus-based WCRTAs, such as the one proposed by Seliem
et al. in [52], are designed for specific setups and impose significant constraints,
such as preventing simultaneous opening of AVB Class A and B gates, limiting
CBS arbitration capabilities.

The third approach defines the eligible interval, the time frame during
which each frame can be transmitted. Bordoloi et al. in [53] introduced an
early version of this WCRTA. Later, this work was extended by Cao et al.
in [54, 55, 56] coining the term eligible interval and demonstrating that the
WCRT depends on the maximum credit attainable by the AVB class, which is
bounded and calculable. This method results in less pessimistic WCRTs com-
pared to busy period analysis or Network Calculus and can be applied to any
number of AVB classes. However, it does not account for ST interference and is
limited to a single output port. Additionally, Maxim et al. in [57] extended this
analysis to include ST interference, though without preemption, and it presents
optimism in the ST interference calculations.

As reviewed, existing analysis approaches either have limitations or exhibit
optimism. This work aims to address these issues by proposing a new AVB
WCRTA for multi-hop networks, with significantly less pessimism compared
to current state-of-the-art solutions.
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3.4 Synchronization

Clock synchronization is a critical aspect of TSN technology. However, to
our knowledge, no existing work has addressed the adverse effects caused by
the lack of synchronization in heterogeneous TSN networks that integrate one
or more Ethernet-based legacy systems through a TSN communications sub-
system. Most studies have focused on integrating TSN with wireless and 5G
networks. For instance, Haxhibeqiri et al. in [58] implemented a low-overhead
beacon-based time synchronization method to achieve precise synchronization
in wireless networks within highly deterministic TSN environments. Addi-
tionally, Baniabdelghany et al. in [59] and Romanov et al. in [60] explored
extending IEEE 802.1AS and IEEE 802.11 to facilitate TSN integration with
wireless networks.

The challenges of integrating wired TSN and WLAN technologies, along
with a potential solution in a hybrid TSN device architecture, were discussed
by Seijo et al. in [61]. Furthermore, Gundall et al. in [62] presented TSN
clock synchronization aligned with 5G specifications, while Chai et al. in [63]
proposed a data packet relay method to address cross-domain clock synchro-
nization issues in 5G-TSN networks. The performance of SG-TSN networks
in terms of clock synchronization was also evaluated in several studies, includ-
ing [64], [65], and [66].

Conversely, limited research has explored synchronization in heteroge-
neous TSN networks, which incorporate both TSN and non-TSN devices. For
example, Xue et al. in [67] presented a method for maintaining synchronization
across TSN sub-networks connected through non-TSN switches. This approach
involves estimating the delays experienced by synchronization messages pass-
ing through these devices and configuring TSN networks to minimize these de-
lays. In contrast, our work focuses on integrating legacy systems into a single
TSN network. Notably, there are even fewer studies addressing synchroniza-
tion between legacy end-stations and TSN. For instance, in [68] we proposed
a methodology for integrating EtherCAT and TSN in terms of clock synchro-
nization, and the work in [20], as introduced before, proposed a method for
SERCOS III consisting in adopting gPTP to enable its synchronization with
TSN. However, this type of integration requires customized solutions for each
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protocol, posing challenges for broader TSN adoption due to the significant
time and resources needed for design and implementation, as well as compati-
bility issues.

Our approach difters from these solutions. In our proposed TSN heteroge-
neous networks, legacy systems are not synchronized with TSN, as they operate
on distinct synchronization protocols. Instead, TSN adjusts its schedule to the
clock timing of legacy systems to mitigate the negative impacts of the lack of
synchronization.



Chapter 4

Problem Formulation

In recent years, there has been a growing interest in TSN within the indus-
try. This interest is driven by TSN’s features, which include high bandwidth
combined with real-time capabilities, traffic flexibility, fault tolerance mecha-
nisms, and more. These characteristics are crucial for the industry, both for
the integration and interoperability of different operational levels and for the
development of increasingly large and complex products and solutions. How-
ever, the costs associated with acquiring TSN devices, as well as the time and
resources required for their installation and configuration, along with the ex-
pertise needed to perform these tasks, can impact the cost-effectiveness of the
investment. This is particularly relevant for established and operational facto-
ries, as adopting TSN would require replacing all existing devices, networks,
and solutions with a new system implementing TSN. Therefore, in this work,
we analyze the shortcomings of TSN in the configuration process, including
traffic mapping, scheduling, and analysis. Additionally, we examine the limita-
tions of TSN in managing the migration and integration of legacy systems and
propose solutions.

Given a TSN network with specific communication requirements or a
legacy system with its legacy end-stations, communication protocols, and traf-
fic with different timing requirements, TSN must be configured as easily and
efficiently as possible to minimize resource waste and reduce costs. In the case
of TSN adoption by legacy networks, this also includes the ability to change

22
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the communication subsystem to a single TSN network without affecting the
correctness of the service provided by the system, allowing the system to con-
tinue operating better or the same as before by leveraging the benefits provided
by TSN.

To facilitate the industry’s adoption of TSN solutions, a proper TSN net-
work traffic configuration methodology must be designed. This poses several
challenges, which are addressed in this work. Firstly, the traffic must be classi-
fied into the three previously mentioned TSN traffic classes to ensure the system
is schedulable and meets its timing requirements. Secondly, traffic classified as
ST must be scheduled according to its requirements. Traffic scheduling must be
scalable to allow for the configuration of large systems and must be fast to sup-
port new or legacy reconfiguration mechanisms. Thirdly, the WCRT of traffic
classified as AVB must be analyzed to ensure it meets its timing requirements.
Finally, one of the main challenges of heterogeneous TSN networks is the lack
of synchronization. In the case of legacy network migration, the ST schedule
must align with the transmission of legacy frames even when synchronization
between legacy end-stations and the TSN network is not possible.

Next, we take a closer look at the limitations identified through the literature
review.

4.1 Ethernet-based Traffic Mapping into TSN

The mapping process involves grouping network traffic based on its require-
ments and characteristics into the three types of TSN traffic: ST, AVB, and BE.
One of the main features of TSN, and the reason behind the industry’s interest
in adopting it, is its traffic flexibility, i.e., its ability to combine various types of
traffic with different timing requirements on the same network. This capabil-
ity allows TSN to integrate different systems with varying characteristics into
a single network, which would typically be managed by different communica-
tion protocols, thereby limiting connectivity and increasing system complexity.
Different types of traffic exhibit characteristics that are not directly linked to
the various TSN traffic types; hence, a proper mapping methodology is crucial
for the correct configuration of TSN. To achieve this, we must identify the traf-
fic characteristics that are relevant to defining its behavior in the TSN network
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and, based on these characteristics, distribute the traffic among the different
TSN traffic classes. This must be done in the most efficient, fast, and auto-
mated way possible. On the one hand, efficient mapping reduces the waste of
network resources resulting from incompatibilities between traffic characteris-
tics and the assigned TSN traffic class. On the other hand, modern industrial
networks can consist of hundreds or thousands of frames with different charac-
teristics, making fast and automated traffic classification indispensable.

4.2 ST Scheduling

As previously mentioned, in TSN, a GCL is defined for each queue in each
output port, specifying when the gate of each queue will be open. Scheduling
ST and synthesizing it into GCLs has been proven to be an NP-complete prob-
lem [69]. Various solutions have been proposed in the literature to schedule ST
in TSN networks, primarily based on Integer Linear Programming (ILP) and
Constraint Programming (CP) [9]. Most of these schedulers aim to optimize
one or more parameters, such as latency or jitter. However, these solutions
are known to have high time complexity, meaning they require a significant
amount of time to schedule large networks, making them generally not scal-
able. Additionally, these solutions are not suitable for systems that require dy-
namic and real-time reconfigurations, as the new configuration must be created
within a bounded time. Some heuristic schedulers have also been proposed,
such as [39], but their performance has not been adequately compared with ILP
and CP solutions. In this context, this work aims to develop a heuristic sched-
uler capable of synthesizing the GCLs for TSN traffic mapped as ST with zero
jitter, as this is its main advantage, while achieving acceptable performance and
reduced scheduling times, thus enabling the configuration of large and dynamic
networks.

4.3 AVB Worst-Case Response Time Analysis

The transmission of AVB traffic operates without a fixed schedule, providing
flexibility unbounded by the constraints of ST. This feature is particularly ad-
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vantageous for event-triggered traffic scenarios. Additionally, reducing the al-
location of frames to ST increases the likelihood of achieving a feasible sched-
ule. However, to meet the real-time demands of AVB traffic, a WCRTA is
required. WCRTASs can be optimistic, exact, or pessimistic. An optimistic
analysis is unacceptable, as it may fail to meet timing requirements, potentially
leading to catastrophic consequences in critical systems. Conversely, a pes-
simistic WCRTA, while safe, results in wasted resources. An exact WCRTA is
preferred for the analysis of any real-time systems; however, it is challenging to
achieve and often impossible due to the consideration of worst-case scenarios.
To the best of our knowledge, there is currently no exact WCRTA for TSN’s
AVB traffic. Therefore, providing a WCRTA with minimal pessimism is essen-
tial when an exact analysis is unavailable.

4.4 Legacy Systems Synchronization

ST requires the network to be fully synchronized. Otherwise, different devices
might experience clock drift, causing the transmission and reception of frames
to misalign with the scheduled windows. For instance, Fig. 4.1 illustrates the
scenario where two unsynchronized end-stations exchange ST frames over a
TSN network. As shown, the transmitter sends frames at a slower rate than
the TSN network retransmits them, resulting in a negative drift at the receiver.
Additionally, depending on the drift, frames periodically miss the transmission
window, leading to intervals without frames at the receiver.

Despite the critical importance of synchronization, many legacy systems
may not be capable of implementing TSN’s synchronization protocols. There-
fore, it is crucial to analyze the effects of the lack of synchronization in het-
erogeneous networks, i.e., networks combining TSN and legacy devices, and to
develop mechanisms to mitigate potential adverse effects.

4.5 Research Challenges

Building on the identified issues, this thesis outlines four key research chal-
lenges that must be addressed to facilitate the seamless, efficient, and rapid
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Fig. 4.1: Example of negative drift synchronization issue.

migration of Ethernet-based legacy traffic to TSN networks. These challenges
are key to overcoming the technical and practical barriers associated with con-
figuring and analyzing TSN for both new and legacy systems.

1. Efficient and automated traffic mapping: Classifying diverse
Ethernet-based traffic, including legacy traffic, into the three TSN traffic
classes (ST, AVB, and BE) presents a significant challenge. The mapping
must maximize schedulability while ensuring compliance with timing re-
quirements, even in large-scale networks with hundreds or thousands of
frames. The complexity lies in automating this process to be both fast
and resource-efficient, minimizing mismatches between traffic charac-
teristics and TSN classes.

2. Scalable zero jitter Scheduling of ST frames: Scheduling ST in large
and dynamic TSN networks is a computationally intensive problem. Ex-
isting scheduling methods struggle with scalability and real-time recon-
figuration needs due to using ILP-based or CP-based methods. Develop-
ing a heuristic scheduler that balances scalability, speed, and schedula-
bility without sacrificing performance is therefore essential.

3. Minimizing Pessimism in AVB WCRTA: In order to ensure that AVB
traffic meets its timing requirements a WCRTA is required. Most existing
approaches are either overly optimistic, risking deadlines, or excessively
pessimistic, wasting resources. Achieving a safe WCRTA with minimal
pessimism is a complex challenge.

4. Synchronization in Heterogeneous TSN Networks: Legacy systems
often lack support for TSN’s synchronization protocols, leading to mis-
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alignments between the transmission schedules of legacy devices and
TSN systems. Addressing this requires developing innovative mech-
anisms to mitigate synchronization issues, ensuring that the migrated
legacy traffic operates seamlessly alongside TSN traffic, even in the ab-
sence of full synchronization capabilities.

These challenges collectively address the technical and practical barriers to
the efficient configuration, analysis, and migration of Ethernet-based traffic to
TSN, forming the foundation of this thesis.



Chapter 5

Research Methodology

This thesis aims to develop configuration and analysis tools that facilitate the
adoption of TSN by the industry. To achieve this, we followed the hypothetico-
deductive research method [70]. Fig. 5.1 illustrates the research process.

 Start: This project aims to expand the use of TSN in the industry by pro-
viding configuration and analysis tools with support for legacy systems.

* Literature Review: Once the objective was defined, we conducted an
extensive state-of-the-art review on TSN traffic mapping, ST scheduling,
AVB WCRTA, and TSN synchronization. This review included papers
and standards to deeply understand the technology and identify potential
improvements and points of conflict for the integration of legacy systems.

* Identification of Limitations: With the knowledge gained from the lit-
erature review, we identified the limitations of TSN in terms of mapping,
ST scheduling, AVB analysis, and integration of legacy systems. When
the review alone is not sufficient to fully identify the limitations, the pos-
sible limitations were formulated as hypotheses that we verified through
experiments and/or models.

* Problem Formulation: At this stage, we identified the problems to be
solved and the objectives to address them, based on the results obtained
during the literature review and the identification of limitations.

28
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* Solution Proposal: Once the problem has been identified and defined,
novel solutions were discussed and proposed.

* Implementation and Validation: The solutions developed in the pre-
vious stage were implemented as tools or models. The performance
of these implementations was evaluated through experiments in both
real and synthetic networks. Real network experiments were comple-
mented with simulations to assess aspects not easily evaluated through
experiments, such as long-term effects. Additionally, the solutions were
tested in specific use cases to examine their functionality in concrete con-
texts. When previous solutions existed, their performance was compared
with the proposed solutions to identify and quantify the improvements
achieved. In the case of problem-solving solutions, the adequacy of the
solution or mitigation of the problem was verified.

* Discussion and Results: The effectiveness of the solution was inspected
through a feedback loop. If the evaluation results were deemed inade-
quate, we revisited the proposed solution to refine the current solution or
define a new one. Conversely, if the evaluation results were considered
adequate, meaning the limitation identified through the literature review
or models and/or experiments in the identification of limitations phase
had been successfully resolved with a sufficient degree of certainty, the
process concluded with the publication of the proposed solution.
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Thesis Goals and Contributions

This thesis aims to enable and facilitate the industry’s adoption of TSN. To
achieve this, it is crucial to develop tools for the easy and efficient configuration
and analysis of TSN, as well as its integration with legacy systems. Otherwise,
the high costs associated with TSN adoption could render it non-viable, espe-
cially in the case of legacy systems migration, due to the significant time and
material resources required for acquisition, migration, and integration.

6.1 Research Goals

The main goal of this thesis, as outlined in Section 12.1 and presented in
Fig. 1.1, is to develop an integrated toolchain that enables the near-
automatic migration of Ethernet-based traffic, either legacy or not, to TSN
networks in a fast and resource-efficient manner. Achieving this goal intro-
duces several research challenges related to configuration and analysis, as de-
tailed in Section 4.5, which are addressed through the following research goals:

* RG;: Develop a mapping methodology to classify Ethernet-based traffic
into the three types of TSN traffic, namely ST, AVB, and BE, reducing the
waste of resources in order to maximize the schedulability of the traffic.

* RGy: Propose a scalable and fast heuristic scheduler for ST traffic with
support for multiple ST queues with two modes of zero or relaxed recep-
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tion jitter. The scheduler must achieve schedulability comparable to that
of CP-based or ILP-based schedulers while significantly reduces the time
to obtain the solution ensuring scalability.

RG3: Propose a safe and less pessimistic AVB Worst-Case Response
Time Analysis compared to the existing analysis solutions in the litera-
ture. This improvement must enhance the efficiency of AVB in critical
real-time systems, thereby increasing the overall practicality of TSN and
increasing its appeal for industry adoption.

RGy: Design and implement a synchronization mechanism to enable ST
communications for legacy end-stations within TSN networks. This so-
lution must be fully integrated into TSN devices, operating transparently
to legacy end-stations and to existing legacy synchronization protocols.

6.2 Research Contributions

The research contributions in the thesis to address the research goals are as
follows:

* RCy: We designed an Ethernet-based traffic model capable of describ-

ing the traffic of any Ethernet-based communication protocol in terms of
parameters relevant for the configuration of TSN, including traffic char-
acteristics such as period and traffic requirements such as deadline. This
contribution partially fulfills our objective defined in RG; by providing a
model that defines the behavior of new or legacy traffic through parame-
ters that will later be used for the mapping.

RC,: We developed a mapping methodology that can distribute Ethernet-
based frames characterized by the model proposed in RC; into differ-
ent types of TSN traffic. We implemented the mapping method as a
tool called Legacy Ethernet-based Traffic Mapping Tool (LETRA), along
with a TSN traffic scheduler and an AVB WCRTA, and conducted a se-
ries of evaluations on various synthetic networks. The results showed
that the proposed mapping method achieves up to a 90% improvement
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in traffic schedulability compared to an intuitive mapping method in a
multi-switch network architecture. This contribution completes the sec-
ond part of our goal defined in RG;.

* RC3: We proposed a heuristic scheduler for ST traffic in TSN net-
works, called Heuristic Multi-queue Scheduler (HERMES), which lever-
ages multiple queues for ST traffic to provide high schedulability with
very low scheduling times. Frames in HERMES can be configured to be
scheduled in two modes: zero or relaxed reception jitter, offering better
control for users. Through a series of experiments, we demonstrated that
HERMES can outperform CP-based solutions, resulting in more schedu-
lable networks by utilizing multiple queues, and providing results up to
800 times faster. This contribution fulfills our goal defined in RGs.

* RC4: We proposed a new AVB WCRTA method that addresses the op-
timism issues identified in previous proposals. Additionally, our new
WCRTA demonstrates a reduction in pessimism of up to 90% compared

to previous approaches. This contribution achieves our goal defined in
RGs.

* RCj5: We analyzed the consequences of the lack of synchronization and
designed a mechanism called TSN With Legacy End-Stations Synchro-
nization (TALESS) at the traffic scheduling level to provide a solution
to the problems resulting from the lack of synchronization. TALESS
operates solely within the TSN communication subsystem, offering a
transparent solution for legacy end-stations and independent of the syn-
chronization protocol of legacy devices. This contribution provides a
complete solution to our goal defined in RGy.

6.3 Included Papers

The research contributions are proposed in the form of published papers in
conferences and journals. The order of the papers is in accordance with the
contributions. Five papers are included in the PhD thesis: Papers A, B, C, D,
and E.
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6.3.1 Mapping the Included Papers with the Research Goals and
Contributions

The mapping of the aforementioned research goals and thesis contribution into
published publications is shown in Fig. 6.1.

RG 1 RG 2 RG 3

26 © ®

Paper A Paper B Paper C Paper D Paper E

Fig. 6.1: Mapping the included papers with the Research Goals and Thesis
Contributions
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6.3.2 Paper A

Title:

LETRA: Mapping Legacy Ethernet-Based Traffic into TSN Traffic Classes
Authors:

Daniel Bujosa, Mohammad Ashjaei, Alessandro V Papadopoulos, Julian
Proenza, Thomas Nolte.

Status:

Published in the 26!" IEEE International Conference on Emerging Tech-
nologies and Factory Automation (ETFA), 2021.

Abstract:

This paper proposes a method to efficiently map the legacy Ethernet-based
traffic into Time Sensitive Networking (TSN) traffic classes considering differ-
ent traffic characteristics. Traffic mapping is one of the essential steps for in-
dustries to gradually move towards TSN, which in turn significantly mitigates
the management complexity of industrial communication systems. In this pa-
per, we first identify the legacy Ethernet traffic characteristics and properties.
Based on the legacy traffic characteristics we presented a mapping methodol-
ogy to map them into different TSN traffic classes. We implemented the map-
ping method as a tool, named Legacy Ethernet-based Traffic Mapping Tool or
LETRA, together with a TSN traffic scheduling and performed a set of eval-
uations on different synthetic networks. The results show that the proposed
mapping method obtains up to 90% improvement in the schedulability ratio of
the traffic compared to an intuitive mapping method on a multi-switch network
architecture.

Authors’ Contributions:

I was the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. 1
performed the tool implementation and evaluations, and wrote the draft of the
paper. The co-authors have reviewed the paper, after which I have improved it.
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6.3.3 Paper B

Title:

HERMES: Heuristic Multi-queue Scheduler for TSN Time-Triggered Traf-
fic with Zero Reception Jitter Capabilities
Authors:

Daniel Bujosa, Mohammad Ashjaei, Alessandro V Papadopoulos, Julian
Proenza, Thomas Nolte.

Status:

Published in the 30" International Conference on Real-Time Networks and
Systems (RTNS), 2022.

Abstract:

The Time-Sensitive Networking (TSN) standards provide a toolbox of fea-
tures to be utilized in various application domains.The core TSN features in-
clude deterministic zero-jitter and low-latency data transmission and transmit-
ting traffic with various levels of time-criticality on the same network. To
achieve a deterministic transmission, the TSN standards define a time-aware
shaper that coordinates transmission of Time-Triggered (TT) traffic. In this
paper, we tackle the challenge of scheduling the TT traffic and we propose a
heuristic algorithm, called HERMES. Unlike the existing scheduling solutions,
HERMES results in a significantly faster algorithm run-time and a high num-
ber of schedulable networks. HERMES can be configured in two modes of
zero or relaxed reception jitter while using multiple TT queues to improve the
schedulability. We compare HERMES with a constraint programming (CP)-
based solution and we show that HERMES performs better than the CP-based
solution if multiple TT queues are used, both with respect to algorithm run-time
and schedulability of the networks.

Authors’ Contributions:

I was the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. I
performed the tool implementation and evaluations, and wrote the draft of the
paper. The co-authors have reviewed the paper, after which I have improved it.
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6.3.4 Paper C

Title:

An Improved Worst-Case Response Time Analysis for AVB Traffic in
Time-Sensitive Networks
Authors:

Daniel Bujosa, Julian Proenza, Alessandro V Papadopoulos, Thomas Nolte,
Mohammad Ashjaei.

Status:

Published in the 45" IEEE Real-Time Systems Symposium (RTSS), 2024.
Abstract:

Time-Sensitive Networking (TSN) has become one of the most relevant
communication networks in many application areas. Among several traffic
classes supported by TSN networks, Audio-Video Bridging (AVB) traffic re-
quires a Worst-Case Response Time Analysis (WCRTA) to ensure that AVB
frames meet their time requirements. In this paper, we evaluate the existing
WCRTASs that cover various features of TSN, including Scheduled Traffic (ST)
interference and preemption. We detect optimism problems in two of the exist-
ing WCRTAs, the analysis based on the busy period calculation and the analysis
based on the eligible interval, when considering the effect of ST interference.
Then, we propose a new analysis by developing a new ST interference calcu-
lation that can extend the analysis based on the eligible interval approach. The
analysis covers the effect of the ST interference, the preemption by the ST traf-
fic, and the multi-hop architecture. The resulting WCRTA, while safe, shows a
significant improvement in terms of pessimism level compared to the existing
analysis approaches based on the busy period and the Network Calculus model.
Authors’ Contributions:

I was the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. I
performed the WCRTA implementation and evaluations, and wrote the draft of
the paper. The co-authors have reviewed the paper, after which I have improved
it.
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6.3.5 Paper D

Title:

Reducing Pessimism in Response Time Analysis of AVB Traffic in TSN
Authors:

Daniel Bujosa, Julian Proenza, Alessandro V Papadopoulos, Thomas Nolte,
Mohammad Ashjaei.

Status:

MRTC technical report. Pending submission to a conference/journal.
Abstract:

Time-Sensitive Networking (TSN) is a set of standards with significant in-
dustrial relevance. Its primary advantage lies in its ability to simultaneously
manage various types of traffic with distinct requirements, offering exceptional
network flexibility. Among the traffic types, Audio-Video Bridging (AVB) is
particularly notable for its real-time guarantees and adaptable online schedul-
ing. To ensure that AVB frames meet their timing requirements, a Worst-Case
Response Time Analysis (WCRTA) is essential. However, current WCRTAs
are excessively pessimistic, often failing to guarantee schedulability for TSN
networks operating at loads above 25% of the bandwidth, which limits their
practical utility. In this study, we identified that the primary source of pes-
simism is the overly conservative calculation of interference from frames with
the same priority as the frame under analysis. By analyzing and optimizing
the Same-Priority Interference (SPI) calculation, we significantly enhance the
schedulability of WCRTAs, thereby improving the overall efficiency of TSN
networks.

Authors’ Contributions:

I am the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. I am
performing the WCRTA implementation and evaluations, and writing the draft
of the paper. The co-authors will review the paper, after which I will improve
it.
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6.3.6 Paper E

Title:

TALESS: TSN with Legacy End-Stations Synchronization
Authors:

Daniel Bujosa, Julian Proenza, Alessandro V Papadopoulos, Thomas Nolte,
Mohammad Ashjaei.

Status:

Published in the Open Journal of the Industrial Electronics Society (OJIES),
2024
Abstract:

In order to facilitate the adoption of Time Sensitive Networking (TSN) by
the industry, it is necessary to develop tools to integrate legacy systems with
TSN. In this paper, we propose a solution for the coexistence of different time
domains from different legacy systems, each with its corresponding synchro-
nization protocol, in a single TSN network. To this end, we experimentally
identified the effects of replacing the communications subsystem of a legacy
Ethernet-based network with TSN in terms of synchronization. Based on the
results, we propose a solution called TALESS (TSN with Legacy End-Stations
Synchronization). TALESS can identify the drift between the TSN commu-
nications subsystem and the integrated legacy devices (end-stations) and then
modify the TSN schedule to adapt to the different time domains to avoid the
effects of the lack of synchronization between them. We validate TALESS
through both simulations and experiments on a prototype. We demonstrate
that thanks to TALESS, legacy systems can synchronize through TSN and even
improve features such as their reception jitter or their integrability with other
legacy systems.

Authors’ Contributions:

I am the main driver of the work under the supervision of the co-authors.
The plan for the paper was formed in joint discussions with the co-authors. 1
performed the tool implementation and evaluations, and wrote the draft of the
paper. The co-authors have reviewed the paper, after which I have improved it.



Chapter 7

Conclusion and Future
Directions

7.1 Conclusion

In this thesis, we aim to facilitate the industry’s adoption of TSN through the
development of a series of configuration and analysis tools, culminating in a
comprehensive toolchain capable of migrating Ethernet-based traffic to TSN
while supporting legacy devices. Fig. 1.1 presents a diagram of the toolchain.
Specifically, we developed an Ethernet-based traffic model, which, in conjunc-
tion with a mapping tool called LETRA, classifies traffic into the three types of
TSN traffic: ST, AVB, and BE. Subsequently, HERMES efficiently schedules
the ST traffic and enables potential online reconfigurations. Additionally, AVB
traffic is analyzed using the improved WCRTA, ensuring network schedulabil-
ity with efficient use of resources. Finally, TALESS guarantees synchroniza-
tion between the transmission of legacy end stations and the TSN schedule,
preventing any negative consequences arising from the lack of synchronization
between legacy end stations and TSN.

40
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7.2 Future Directions

In future work, we aim to continue expanding the toolchain developed in this
thesis. Firstly, in [71], we present the initial progress in integrating the ST
scheduler with the AVB WCRTA. The current TSN scheduling and analysis
process typically involves independently scheduling ST and then using the re-
sulting ST schedule as input for the AVB WCRTA to assess whether AVB traffic
meets its timing requirements. This approach is inefficient, as it often requires
multiple iterations to identify an ST schedule that enables AVB schedulabil-
ity. To address this, some ST schedulers aim to maximize the dispersion of ST
transmission windows, enhancing AVB schedulability. However, these meth-
ods can be computationally intensive and may inadvertently compromise ST
performance beyond what is necessary. To improve efficiency, we propose a
novel approach that employs a modified AVB WCRTA to derive constraints for
the ST scheduler. By leveraging the flexibility of ST scheduling, this method
ensures AVB traffic schedulability from the outset, optimizing overall network
performance in a more computationally efficient manner.

Secondly, we will seek to create input and output interfaces for the
toolchain to automate the TSN adoption process. On one hand, we intend to de-
velop automatic mechanisms for identifying and defining Ethernet-based traffic
based on the application behavior, the network traffic report, or from sampling
a legacy Ethernet-based network. On the other hand, we plan to utilize TSN
configuration mechanisms to automatically deploy the configuration once the
traffic migration is complete.

Finally, many aspects related to the support of legacy systems still need to
be addressed. These include modifying the legacy Ethernet frames dynamically
by incorporating elements, such as the VLAN tag, such that the TSN devices
can correctly manage them. Moreover, potential incompatibilities with other
mechanisms were not covered in this thesis, such as fault tolerance mechanisms
and online resource reservation, which can be addressed in the future works.
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Abstract

This paper proposes a method to efficiently map the legacy Ethernet-based traf-
fic into Time Sensitive Networking (TSN) traffic classes considering different
traffic characteristics. Traffic mapping is one of the essential steps for industries
to gradually move towards TSN, which in turn significantly mitigates the man-
agement complexity of industrial communication systems. In this paper, we
first identify the legacy Ethernet traffic characteristics and properties. Based
on the legacy traffic characteristics we presented a mapping methodology to
map them into different TSN traffic classes. We implemented the mapping
method as a tool, named Legacy Ethernet-based Traffic Mapping Tool or LE-
TRA, together with a TSN traffic scheduling and performed a set of evaluations
on different synthetic networks. The results show that the proposed mapping
method obtains up to 90% improvement in the schedulability ratio of the traffic
compared to an intuitive mapping method on a multi-switch network architec-
ture.
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8.1 Introduction

New technologies often offer new solutions or improvements for companies
that can lead to an advantage over the competitors; reducing costs or offering
a better product, or lead to an environmental improvement; improving perfor-
mance, optimization of resources, and/or emission reduction. However, new
opportunities imply new challenges. These challenges are often related to their
integration with existing legacy solutions and their implementation. For many
industrial applications, it may not be cost-effective to adopt the new technolo-
gies, as it may require redeveloping all previous solutions and systems.

One of the new technologies, which can change the current paradigm of
industrial communications and seems to be a key to the transition to Industry
4.0, is Time-Sensitive Networking (TSN). Everything started when, in 2005,
the IEEE Audio-Video Bridging (AVB) Task Group (TG) was created. The
purpose was to provide Ethernet with soft real-time capabilities oriented to au-
dio/video streaming. The AVB TG developed three projects: (i) the IEEE Std
802.1AS [5], dedicated to clock synchronization, (ii) the IEEE Std 802.1Qav,
which standardized the Credit-Based Shaper (CBS) [1]; and, finally, the IEEE
Std 802.1Qat, which standardized the Stream Reservation Protocol (SRP) [2].
Additionally, another profile with series of rules, called IEEE Std 802.1BA-
2011: Audio Video Bridging Systems [3], was created to ensure a minimum
QoS when using the aforementioned standards. These standards together are
commonly referred to as AVB standards. Over time, areas of applications,
such as automotive [18], automation [21] and energy distribution [17], were
interested in the work done by the TG so in 2012 the group was renamed to
TSN TG and its objective was expanded to meet the needs of these new ap-
plications. The set of standards developed by the TG is usually referred to as
TSN standards and it presents several interesting features. Specifically, TSN
seems to provide Ethernet with proper support for mixed hard and soft real-
time communications, flexibility of the traffic requirements and fault tolerance
mechanisms. For these characteristics, TSN seems promising to enable new so-
lutions within the context of modern industrial systems and solutions enabling,
among other things, the integration of multiple legacy networks onto one TSN
network. However, current TSN networks do not support all Ethernet-based
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legacy system message implementation characteristics, such as jitter in some
legacy network devices, while currently used legacy technologies do not meet
all TSN requirements. Moreover, it is cost-effective and beneficial for com-
panies if they gradually move towards new technologies instead of completely
replacing existing ones. Therefore, solutions to integrate a legacy system into
a TSN network are essential so that services are not disturbed. An example of
that is when a network consists of 4 nodes connected via different protocols,
would be able to replace the end-to-end links with a TSN switch connected to
all 4 nodes. This would allow the communications between networks while
letting previous communications benefit from TSN features hence improving
their real-time behavior, synchronization, and fault tolerance, to name a few.

Contributions: To allow industry to adopt TSN solutions, and the desire
integration, a proper migration methodology of the legacy Ethernet-based traf-
fic to TSN traffic classes should be designed. In this work we propose three
steps to achieve this goal, as follows:

1. We develop a Legacy Ethernet-based Traffic model that can describe
messages of any Ethernet-based communication protocols. Moreover,
apart from the model, we require a methodology to identify the parame-
ters of the messages inherited from the legacy system. The identification
methodology is out of the scope of this paper. However, some works like
[12] have already addressed this issue.

2. We develop a mapping methodology, and its corresponding implementa-
tion as a mapping tool, named Legacy Ethernet-based Traffic Mapping
Tool or LETRA, that can map the legacy Ethernet-based messages char-
acterized by the proposed model into different TSN traffic classes. To
the best of our knowledge, this is the first attempt to map the Ethernet-
based legacy traffic into TSN traffic classes considering a full spectrum
of message characteristics. To evaluate the mapping methodology we
implemented it as a mapping tool and compared its performance with an
intuitive mapping methodology on different networks.

3. We integrated a pre-existing TSN scheduling method and a TSN schedu-
lability analysis method into LETRA, which can map the messages,
schedule the TSN traffic and evaluate their real-time behavior.
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Paper outline: The paper is organized as follows. Section 8.2 presents
the related work. Section 8.3 presents the legacy Ethernet-based traffic model.
Section 8.4 describes the background of TSN and TSN traffic classes. Then,
Section 8.5 proposes the traffic mapping methodology and development of LE-
TRA, while Section 8.6 presents the experiments and evaluations. Finally, Sec-
tion 8.7 concludes the paper and gives future directions.
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8.2 Related work

Due to the great relevance of the work done by the TSN TG since 2012, the
community has carried out a significant amount of work related to their study,
application, and improvement. For example, the work in [6] studied the effects
of the time-aware shaper, the work in [13] analyzed the fault tolerance issues,
while the work in [7] proposed time redundancy to tolerate temporary faults, the
work in [20] studied the scheduling policies and the load balancing was studied
in [8]. Moreover, the work in [9] provided an up-to-date comprehensive survey
of the TSN-related research.

Within the context of TSN traffic mapping, the work in [12] presented a
network monitoring method to obtain the traffic properties based on measure-
ments. A meta-heuristic method is proposed in [11] that maps mixed-criticality
applications into the TSN traffic classes. Although the aim is similar to this
paper, the proposed method does not cover all cases that are studied and exist
in industrial applications. The method, thus, becomes suitable for cases where
only very few mixed-criticality levels are assumed in the legacy system with no
extensive timing information, whereas in this paper we consider different traffic
characteristics including many timing characteristics and constraints when we
map them into the TSN traffic classes.

There are also few works on integrating legacy networks into TSN net-
works. For example, the work in [15] integrated a few of the TSN standards
into Sercos III, which is a closed system that allows standard Ethernet devices
to be plugged, to improve its performance. Moreover, an integration method-
ology of wireless TSN (802.11) was proposed in [19]. Finally, an integration
that focuses on the clock synchronization for EtherCAT and TSN was proposed
in [14].

Nevertheless, to be the best of our knowledge, the proposed mapping
methodology and the tool LETRA in this paper is the first attempt to map mes-
sages from any Ethernet-based legacy network into TSN traffic classes consid-
ering a full spectrum of message characteristics.
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8.3 Legacy Ethernet-based traffic model

This section introduces a message model to describe the legacy Ethernet-based
messages. To handle legacy messages from different Ethernet-based protocols,
we identified a set of characteristics with which we can model the Ethernet-
based messages. The model is used by the mapping tool to map the messages
into different TSN traffic classes. Note that the extraction of values in the model
is out of the scope of this paper, which can be done by measurements in the
legacy networks as described in [12].

The parameters used to characterize the Ethernet messages are divided into
three categories, including: common parameters, periodic message parameters
and non-periodic message parameters. Note that not all messages need to have
all parameters to map them. Following is the description of the parameters.

Common parameters

The common parameters are those that are independent of the behavior of
the messages that are presented by {S, D, ML, DL, LRT, FLR, Prec}. In the
above set, .S and D represent the source and destination(s) of the message. The
length of the message in bytes is denoted by ML which can be a range of sizes
to consider variable message sizes. The message deadline is shown by DL.
Moreover, LRT shows if the message is soft or hard real-time, i.e., missing
deadlines lead to a degradation of functionality or a complete system failure,
respectively. FLR denotes the message lost percentage, and Prec denotes the
precedence constraints between two or more messages which identifies if some
messages should be transmitted or received in a specific sequential order.

Periodic message parameters

The periodic message parameters are those dependent on the periodicity of the
messages, that is presented by { P, O, JI, JO}. P are the message period, while
O is the offset, i.e., time shift of the message release time. JI represents the
maximum jitter on the message release, while JO is the maximum jitter in the
message reception. Note that jitter is the variation of delays that can be on
transmission and/or reception of the message.
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Fig. 8.1: Graphical representation of the presented model.

Non-periodic message parameters

The main parameter for non-periodic messages is the minimum inter-arrival
time, identified by MIT', which is the minimum time between two consecutive
releases of a message in non-periodic messages.

Figure 8.1 illustrates a graphical representation of some of the presented
parameters in the model.

8.4 TSN traffic characteristics

This section gives a brief background about the TSN standards and TSN traf-
fic classes. Communication in a TSN network is done among end-stations
through routes of links and switches through Ethernet messages. A port in a
TSN switch supports eight FIFO queues. A typical port with four TSN traffic
classes (queues) is shown in Fig. 8.2. The TSN standards define three traffic
classes including Scheduled Traffic (ST), Audio-Video Bridging (AVB) traf-
fic, and Best Effort (BE) traffic. The AVB traffic is named by classes A and
B, where class A has higher priority than class B. Following, we describe the
details of TSN traffic classes.
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Fig. 8.2: A TSN egress port.

8.4.1 ST traffic class

The ST traffic is scheduled offline, which makes them fully deterministic with
zero jitter in the message delivery. The TSN standard [4] defines a Time-Aware
Gates (TAG) that is controlled by a Gate Control List (GCL). The GCL specifies
at which specific time of the network-wide reference time gates are open, and
thus, the link is available for a queue to send messages. Note that the reference
clock is achieved thanks to the synchronization protocol defined in [5] which
allows clock synchronization between end-stations and switches.

8.4.2 AVB traffic class

The AVB TG [1] introduced the CBS that defines credits to AVB queues. The
credit is consumed when a message in that queue is sent, otherwise, it is re-
plenished when there is a pending message in the queue (or the credit is still
negative). The AVB queues can only transmit when their credit is positive or
zero and their gate is open according to the GCL. CBS defines priority classes
(classes A and B) but allowing transmission of low-priority traffic even if high-
priority traffic is waiting according to their credits. This reduces buffering
and improves lower-priority traffic QoS. Even though the activation time of
AVB traffic is unknown due to possible blocking from other AVB classes or
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ST queues, there are analysis methods to calculate their worst-case response
time. For example, the analysis used in the experiments of this paper is the one
presented in [10].

8.4.3 BE traffic class

BE has no real-time guarantees and is the lowest priority. This queue is not
shaped by CBS and can only be sent if its gate is open and all other AVB
queues have negative credit or there is no AVB traffic ready for transmission.

8.5 Proposed traffic mapping methodology

To map the legacy Ethernet-based traffic characterized by the parameters mod-
eled in Section 8.3 into the TSN traffic classes, we developed three logic-based
equations explained in the following sub-sections. As the equations are logic-
based, in this section all parameters are treated as logical Boolean variables.
In this sense, a parameter is True if the frame is affected by the parameter,
otherwise False. For example, if one frame is non-periodic and has deadline
of 100ms, as P = NULL, P = 0 in the equation. On the other hand, as
DL = 100ms, DL = 1 in the equation.

8.5.1 Mapping to the ST traffic class

The mapping first checks whether the legacy Ethernet traffic should be mapped
into the ST traffic, according to the following expression:

ST = P& (JO || (\JI & DL)) (8.1)

where & is the logical “and” operator, || is the logical “or” operator, and ! is
the logical “not” operator. First of all, Eq. (8.1) checks whether the message is
periodic (P). This is mandatory as, otherwise, it would be impossible to im-
plement a proper GCL. That is because, as described in Section 8.4, GCL is a
list of open/close instructions executed repeatedly at certain times. Therefore,
even if it is possible to schedule the message instances offline it would imply
generating a long GCL table that makes the schedule impractical. Secondly,
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Eq. (8.1) checks if the message has JO constraints, and it is periodic, it must
be transmitted as ST traffic as it is the only way to ensure meeting the JO re-
quirement. That is because, as mentioned in Section 8.4, ST traffic is the only
fully deterministic TSN traffic with zero JO. However, if the message has no
JO requirements but it has DL and no JI then it can be also sent as an ST'
message. The reason for having D is to benefit from the ST characteristics
while the JI conditions are to prevent waste of resources. JI implies consid-
ering larger open gates for the ST traffic to ensure the message instance to be
transmitted within that time. This intuitively means allocating more bandwidth,
which can be a waste of network bandwidth resources. Note that this happens
only with JI and not with JO as once the message reaches the first TSN switch
the messages will be sent just when the window starts.

8.5.2 Mapping to the AVB traffic class

Eq. (8.2) indicates whether the message can be sent as an AVB message. First,
the message should have DL constraints to benefit from being sent as an AVB
message. Moreover, the message must not have JO constraints unless it is not
a hard real-time message. If the message has JO constraints but it is not hard
real-time, another type of analysis, such as utilization-based analysis [11] may
be needed. Note that Eq. (8.2) only specifies if the message can be transmitted
as AVB traffic but it says nothing about the AVB possible priority classes. In
this work, we consider only one AVB class queue for mapping as currently LE-
TRA only identifies the messages as suitable or not for each traffic class. Later,
it will be integrated or improved through constraint programming and/or meta-
heuristics to reach the desired specification level. In Eq. (8.2), HRT indicates
the hard real-time requirement for the message.

AVB = DL & (1JO || \"HRT) = DL & !(JO & HRT) (8.2)

8.5.3 Mapping to the BE traffic class

Eq. (8.3) indicates whether the message can be sent as a BE class message.
It checks whether the message has real-time requirements or not, which is the
only requirement to be in the BE class.
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BE =1J0O & |DL =\(JO || DL) (8.3)

8.5.4 Resulting truth table

As a result of the presented mapping methodology, we summarized the equa-
tions with a truth table shown in Table 8.1. As it can be seen, we just use P, JI,
JO, DL, and LRT to map legacy Ethernet messages. The other parameters in
the model do not affect the mapping but on the scheduling and analysis of the
traffic after the mapping is performed to verify the timing properties.

To show the performance of the proposed mapping methodology we also
define an intuitive mapping methodology. The intuitive mapping methodology
classifies all periodic messages as ST traffic class and all non-periodic messages
as AVB traffic class to still have a level of timing guarantee for them.

Note that the presented mapping methodology cannot be compared with
the mapping presented in [11], which is only based on the criticality level of
messages. The reason is that we consider more specific variables to map the
messages, which means that [11] cannot map 90% of the messages considered
in this work. However, [11] maps messages between ST class and AVB class
which, according to our tool, are suitable for both classes. In this sense, the
combination of both tools would expand the number of mappable messages,
while resolving some ambiguities in LETRA.

8.5.5 Evaluation tool

To have a complete evaluation tool, we implemented LETRA, a TSN traffic
scheduling, and a schedulability analysis to be able to evaluate the solution.
Moreover, we developed a network generator and an intuitive mapping tool
which implements the intuitive mapping methodology described in Section 8.5.
The tools that are used for this evaluation from previous works include the ST
scheduling tool in [16] and the AVB traffic schedulability analysis in [10].

The integration of the mentioned tools is shown in Fig. 8.3. First, the Net-
work Generator generates the network messages according to the network con-
figuration specified in the presented model. The generated messages are used as
inputs for LETRA and the intuitive mapping tool, thus, obtaining two different
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Table 8.1: Truth table of the mapping methodology.

classifications for the messages. The ST messages of both mapping tools are
scheduled through the ST traffic scheduler [16] and, finally, the AVB traffic is
checked through the AVB analyzer [10], which checks whether the AVB traffic
are schedulable considering the transmission algorithms based on a response
time analysis. The results of the scheduler and the AVB analysis are used to
compare the mapping performance.

The Network Generator tool uses the parameters in the model explained in
Section 8.3 as inputs to generate the messages randomly. Besides the parame-
ters in the model, the network topology is an input.
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Fig. 8.3: Integration of the tools for evaluation.

8.6 Experiments and results

This section presents the experiments that we conducted to evaluate the pro-
posed mapping methodology using the developed integrated tools (Fig. 8.3).
We first present the experimental setup and then we illustrate and discuss the
results.

8.6.1 Experimental setup

For the evaluation in this paper, we considered two network architectures, in-
cluding a single-switch and a three-switch network. The topology is a line-
star topology with the switches connected in a line and nodes connected to the
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(a) A single-switch network. (b) A three-switches network.

Fig. 8.4: Experimental network architectures.

switches in the form of stars, as shown in Fig. 8.4. The line topology, apart from
being widely used in the industry in many layers of the automation pyramid,
is simpler and share many similarities with a tree topology. This allows us to
extend the results of these experiments to a greater number of communication
networks that could be developed in the future.

The network generator is designed such that we can select the input prob-
abilities to uniformly distribute the probability among all possible messages,
which is listed in Table 8.1. To achieve that we set the probability of all pa-
rameters to 50% except for periodicity. This means, as an example, that the
messages have a 50% chance to have deadline constraints. With this setup, we
ensure that all possible combinations with the same probability will be gener-
ated.

The parameters to generate the messages are set as follows. The network
bandwidth is set to 10Mbps to prevent generating too many messages in case
of generating a high load. The maximum link utilization is varied within the
range [10%,90%] with the interval of 5%. Note that the messages will be gen-
erated such that the utilization in all links will be the one selected as an input,
i.e., when we select 10% utilization the message generator selects the mes-
sage sizes and routes to obtain 10% on all links. The maximum number of
generated messages is set to 100, however, depending on the selected link uti-
lization the message number can be different. The message length is selected
within the range [64,1530] Bytes. The maximum allowed period and minimum
inter-arrival time for messages are set to 1000us. We also allowed arbitrary
deadlines, which can be selected within the range [500,1000]us. The input and
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Fig. 8.5: Percentage of schedulable networks with respect to the bandwidth
utilization for the single-switch network where the schedulability percentage is
represented by a circle with error bars and the dashed curve corresponds to its
logistical regression tendency line (LRL).

output jitter values are also selected within the range [1,100]us. We gener-
ated 100 networks for each link utilization, e.g., 100 networks with the load of
10% on links, hence 1700 networks are generated for each network architecture
shown in Fig. 8.4.

The next sub-sections present the results of the experiments. We compare
the results of mapping the generated messages with LETRA and an intuitive
mapping tool based on three different variables, including the link utilization,
the number of messages, and the time it takes to schedule the ST messages.

8.6.2 Results of the single-switch network

Fig. 8.5 shows the percentage of schedulable networks with respect to the uti-
lization. The horizontal axis shows the utilization of the generated networks,
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| Mean IMP [%] | Min IMP [%] | Max IMP [%] |
| 8665 | 3752 | 14947 |

Table 8.2: Performance improvements with respect to the percentage of band-
width utilization for the single-switch network.

while the vertical axis shows the percentage of networks that are schedula-
ble with two different traffic mapping tools. The circles in the figure are the
schedulable percentage of generated networks with specific network utiliza-
tion and the error bars are calculated through the binomial analysis with 95%
certainty. In addition, the dashed lines show the trend of the data as logistic
regression. As it can be seen, LETRA results in more schedulable networks
in all generated utilization compared to the intuitive mapping tool. For in-
stance, when we generated traffic with 90% utilization on all links, which is a
very high network utilization, LETRA gives just below 30% of the networks
schedulable, whereas the intuitive mapping results in very few schedulable net-
works. Table 8.2 shows the mean improvement by using LETRA compared
to the intuitive mapping tool while Min IMP and Max IMP are the maximum
and minimum possible improvements due to the result errors. LETRA results
in 86.65% more schedulable networks compared to the intuitive mapping on
average for the single-switch network architecture.

Fig. 8.6 shows the percentage of schedulable networks by varying the num-
ber of messages. Similar to the previous results, the vertical axis is the percent-
age of schedulable networks, and the horizontal axis is the number of generated
messages. The figure also shows the error bars calculated through the binomial
analysis with 95 % certainty and the tendency line calculated through logistic
regression. Again, LETRA shows a significant improvement in the schedula-
bility of networks compared to the intuitive mapping tool. For example, the
intuitive mapping tool cannot schedule the networks when the number of mes-
sages is more than 35, however, LETRA can schedule a few of the generated
networks up to 45 messages in the single-switch network. Table 8.3 shows
the mean improvement between the two mapping tools, where it shows that on
average 77.75% improvement by using LETRA.

Fig. 8.7 illustrates the time that it takes to schedule the ST messages in a
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Fig. 8.6: Percentage of schedulable networks with respect to the number of
messages for the single-switch network where the schedulability percentage is
represented by a circle with error bars and the dashed curve corresponds to its
logistical regression tendency line (LRL).

generated message after mapping. In the figure, times are shown in ms and
the error bars are calculated through the gamma distribution analysis with 95%
certainty. We also used a linear trend line to show the overall trend of data. In
this figure, the values present high variability and they do not follow any basic
tendency curve due to the number of parameters that can affect the scheduling
time, such as memory or CPU utilization, which could not be monitored during
the execution of the experiments due to hardware limitations. However, it can
show, in general, apart from having better performance, LETRA is also deliver-
ing the ST schedules faster compared to the intuitive mapping tool. The reason
is that the intuitive mapping tool selects more messages to be ST messages,
while LETRA decides based on many timing requirements which in general
leads to less number of ST messages. This means that the legacy messages are
not unnecessarily mapped into the ST class.
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| Mean IMP [%] | Min IMP [%] | Max IMP [%] |
| 7157 | 3593 | 12085 |

Table 8.3: Performance improvements with respect to number of messages for
the single-switch network.

| Mean IMP [%] | Min IMP [%] | Max IMP [%] |
| 9074 | 3230 | 16528 |

Table 8.4: Performance improvements with respect to the percentage of band-
width utilization for the three-switch network.

8.6.3 Results of the three-switch network

Fig. 8.8 shows the percentage of schedulable networks with respect to the band-
width utilization for the three-switch network. Again, LETRA exhibits better
performance compared to the intuitive mapping tool for all ranges of network
utilization in larger networks. Table 8.4 shows mean improvement, which is
90.74% better performance with LETRA on average compared to the intuitive
mapping tool. Although the performance of both mapping tools decreases with
the size of the network, according to the results, we can conclude with 95%
certainty that the percentage of improvement remains constant with the size of
the network.

Fig. 8.9 shows the percentage of schedulable networks with respect to the
number of messages. LETRA exhibits better performance compared to the
intuitive mapping tool for the entire range of the number of messages ana-
lyzed. Table 8.5 shows that the amount of improvement in the larger network
is 83.41% on average when using LETRA to map the traffic.

| Mean IMP [%] | Min IMP [%] | Max IMP [%] |
| 8341 | 2719 | 15784 |

Table 8.5: Performance improvements with respect to the number of messages
for the three-switch network.
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Fig. 8.7: Scheduling time with respect to bandwidth utilization for the single-
switch network where the scheduling time is represented by a circle with error
bars and the dashed line corresponds to a linear regression (Poly1).

Finally, Fig. 8.10 presents the time that it takes to schedule the ST mes-
sages after the mapping. Again, the results show that, besides LETRA having
better performance, it is also faster in scheduling the ST messages compared to
the intuitive mapping tool. Another interesting observation is that in the big-
ger network with high utilization, the ST messages can be scheduled within a
reasonable time, while it is not the case if we map the traffic with the intuitive
mapping tool where after 50% network utilization the ST messages cannot be
scheduled. We believe that the reason is mainly due to the high amount of
messages and utilization of the network.

8.7 Conclusions and Future Work

We argued that one of the essential steps towards migrating from legacy
Ethernet-based networks to TSN-based networks in industries is efficiently
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Fig. 8.8: Percentage of schedulable networks with respect to the bandwidth
utilization for the three-switch network where the schedulability percentage is
represented by a circle with error bars and the dashed curve corresponds to its
logistical regression tendency line (LRL).

mapping the traffic into TSN traffic classes. Therefore, in this paper, we took a
three-step strategy to achieve such a missing step. The steps include: (i) identi-
fying the properties of legacy Ethernet-based messages by modeling them, (ii)
map the Ethernet messages into different TSN classes, including ST, AVB, and
BE classes, according to several timing properties, and (iii) develop a set of
tools to evaluate the proposed mapping methodology, including the mapping
tool, called LETRA, an ST scheduling tool and a schedulability analysis for the
AVB messages. We also developed an intuitive mapping tool to show the per-
formance of LETRA compared with that. We performed a set of experiments
using two network architectures, being single-switch and three-switch archi-
tectures. We generated a set of messages randomly with a specific network uti-
lization to show which mapping tool can result in more schedulable networks.
The results show that in both network sizes LETRA performs much better, in
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messages for the three-switch network where the schedulability percentage is
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concrete, 86.65% better performance in the smaller network and 90.74% in the
larger network in average.

All these results were obtained for a specific network topology and traffic
configuration. In future work, we plan to run similar evaluations for other kinds
of networks and schedulers to better define the mapping criteria and their per-
formance. Moreover, we want to integrate it with the scheduler so the messages
that can be placed in different traffic classes according to the mapping criteria
can be specified while running the scheduler. On the other hand, we also plan
to continue working on the other steps of the legacy integration. In this sense,
we plan to develop a formal standard legacy Ethernet-based traffic model and
adapt the schedulers to those message characteristics.
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Abstract

The Time-Sensitive Networking (TSN) standards provide a toolbox of fea-
tures to be utilized in various application domains.The core TSN features in-
clude deterministic zero-jitter and low-latency data transmission and transmit-
ting traffic with various levels of time-criticality on the same network. To
achieve a deterministic transmission, the TSN standards define a time-aware
shaper that coordinates transmission of Time-Triggered (TT) traffic. In this
paper, we tackle the challenge of scheduling the TT traffic and we propose a
heuristic algorithm, called HERMES. Unlike the existing scheduling solutions,
HERMES results in a significantly faster algorithm run-time and a high num-
ber of schedulable networks. HERMES can be configured in two modes of
zero or relaxed reception jitter while using multiple TT queues to improve the
schedulability. We compare HERMES with a constraint programming (CP)-
based solution and we show that HERMES performs better than the CP-based
solution if multiple TT queues are used, both with respect to algorithm run-time
and schedulability of the networks.
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9.1 Introduction

Data communication in industrial systems has dealt with many challenges dur-
ing recent years, such as scalability in data transmission, high volume of data
exchange, the coexistence of diverse applications with different time-criticality
requirements, and guaranteeing deterministic transmission for hard real-time
traffic. These challenges are mainly due to recent demands for increasing func-
tionalities in industrial systems that impose further pressure on the data commu-
nication design of such systems. For instance, in several application domains,
e.g., autonomous vehicles and smart automation, many sophisticated smart sen-
sors and cameras are utilized to perform newly added functionalities that re-
quire a high amount of communication bandwidth and at the same time meet
their timing requirements. Besides the timing requirements, the rise of adaptive
industrial systems imposes another criterion for designing data communication
systems in which the network should be reconfigured due to changes in the en-
vironment. Therefore, in such systems, the configuration of the network is not
seen as a one-time configuration in the initialization phase, but as a dynamic
reconfiguration during the run-time (and operational) phase.

IEEE Audio-Video Bridging (AVB) Task Group (TG) was established in
2005 to provide Ethernet with soft real-time capabilities oriented to audio/video
streaming. The three main projects developed by this TG are: (i) the IEEE
Std 802.1AS [3] for clock synchronization, (ii) the IEEE Std 802.1Qav, which
standardized the Credit-Based Shaper (CBS) [1]; and finally (iii) the IEEE Std
802.1Qat, which standardized the Stream Reservation Protocol (SRP) [2]. The
latter standard is particularly interesting in the context of dynamic networks
as it allows adding and removing streams at run-time. As the features that
were developed by the AVB TG became relevant to other application areas,
such as automotive [23], automation [27], and energy distribution [22], new
requirements emerged. Therefore, in 2012, the TG broadened its objectives to
meet the demands and was renamed to Time-Sensitive Networking (TSN) TG.
Specifically, TSN TG’s work was developed as a set of standards to provide
transmission of hard and soft real-time traffic on the same network, determinis-
tic zero-jitter and low-latency transmission, precise clock synchronization, fault
tolerance mechanisms, and advanced network management allowing dynamic



78 Paper B

reconfiguration.

Motivation: One of the main features developed within TSN TG is the
zero-jitter traffic transmission, known as the Time-Aware Shaper (TAS), which
is particularly utilized in applications that require low-latency and low-jitter
data transmission, e.g., in embedded control systems. The TAS allows trans-
mission of Time-Triggered (TT) traffic while preventing any interference from
other traffic via a gate mechanism on the ports of the switches. Therefore, TAS
requires the synthesis of the Gate Control Lists (GCL) that are specifying at
which point in time each frame should be transmitted. A GCL is defined for
each switch port which contains 8 queues, in such a way that the GCL identi-
fies the moments in which the gate of each queue will be open. The scheduling
of TT traffic, and its synthesis in GCLs, is known to be an NP-complete prob-
lem [19]. Several solutions are proposed in the literature to schedule TT traffic
in TSN networks that are mainly based on Integer Linear Programming (ILP)
and Constrained Programming (CP) [7]. These solutions are known to have
high time complexity, i.e., they require a long time to schedule large networks,
thus they are not generally scalable. In addition, these solutions are not suit-
able for systems that require dynamic reconfigurations as the new configuration
should be created relatively fast. Few heuristic schedulers are also proposed,
e.g., [17], whose performance is not properly compared with the ILP and CP
solutions.

Paper contributions: In this paper, we propose a heuristic scheduler for
TT traffic in TSN networks, called Heuristic Multi-queue Scheduler (HER-
MES), that takes advantage of multiple queues for TT traffic to provide high
schedulability with very low scheduling times. Frames in HERMES can be
configured to be scheduled in two modes of zero or relaxed reception jitter,
which provides better control for users. Through a set of experiments, we
show that HERMES can perform better than CP-based solutions, i.e., it re-
sults in more schedulable networks, by allowing it to use multiple queues, and
at the same time, it provides the results within 17 to 800 times faster. In our
experiments with two sizes of networks, we obtained schedules in less than
1ms, which shows that HERMES is suitable for dynamic reconfiguration of
networks.

Paper outline: The paper is organized as follows. Section 9.2 presents
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the related work. Section 9.3 presents the background. Section 9.4 presents
the proposed algorithm, i.e., HERMES. Sections 9.5 analyzes the HERMES
performance. Finally, Section 9.6 concludes the paper and indicates future di-
rections.

9.2 Related Work

There have been many works on various TSN topics, including investigation of
time-aware shaper mechanisms [4], proposing fault tolerance techniques [12],
techniques to tolerate temporary faults in TSN networks with the use of re-
transmissions [5], and schedulability analysis of traffic with different TSN fea-
tures [29], [14]. A recent comprehensive survey [7] presents the status of re-
search within TSN, including schedulability and scheduling problems, safety
and security issues, and evaluation models and tools.

Within the context of TT traffic scheduling in TSN networks, the work
in [26] present a scheduling algorithm formalized as an ILP while the works
in [24] and [16] present a joint routing and scheduling algorithm formalized
as an ILP and as a meta-heuristic scheduling approach based on a Genetic
Algorithm (GA) approach, respectively. The work in [9] presents an SMT-
based scheduler capable of scheduling networks with several TT queues. The
work in [10] proposes a GCL synthesis approach based on Greedy Random-
ized Adaptive Search Procedure (GRASP) meta-heuristic [20], which takes
AVB traffic into account, whereas the work in [11] proposes a joint routing
and scheduling approach for TT and AVB traffic by means of an integrated
heuristic and meta-heuristic strategy. In the latter work, the K-Shortest Path
(KSP) method [28] is utilized for routing, and GRASP is used to schedule both
TT and AVB at the same time. Moreover, the work in [8] synthesizes a net-
work topology that supports seamless redundant transmission for TT traffic by
proposing a greedy heuristic algorithm for joint topology, routing, and schedul-
ing synthesis.
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Protocol | Routing | Multi-queuing | Schedule \ ZR] ‘

HLS Yes No per frame | No
MML Yes No per frame | No
BN Yes No per frame | No
Ccv Yes No per frame | No
MDP Yes No per frame | No
HERMES No Yes per link | Yes

Table 9.1: Comparison between heuristic schedulers.

The above-mentioned solutions are mostly based on ILP or constraint pro-
gramming, while some of them exploit the use of meta-heuristics, e.g., GA.
However, these solutions normally are highly time-complex, which makes them
not scalable. Few works target heuristic solutions with lower time complex-
ity. For instance, the work in [17] proposes a heuristic routing and schedul-
ing algorithm called Heuristic List Scheduler (HLS) that is limited to a single
TT queue, while the work in [25] compares 4 heuristic algorithms combining
routing and scheduling (Modified Most Loaded Heuristic (MML), Bottleneck
Heuristic (BN), Coefficient of Variation Heuristic (CV) [6][13], and Modified
Dot Product Heuristic (MDP) [18]), all with scheduling times greater than 100
ms and unable to handle multiple queues. In this work, we propose a heuris-
tic algorithm, called HERMES, with scheduling times lower than 10 ms that
uses multiple TT queues to improve schedulability. Moreover, the proposed al-
gorithm provides two modes, one with zero reception jitter and relaxed recep-
tion jitter in the receiver end-station, see Section 9.3 for detailed description of
zero and relaxed reception jitter. The zero reception jitter mode is configurable
which is helpful for the applications in which the feature is not essential. Ta-
ble 9.1 shows the main differences between the heuristic schedulers mentioned
above, including HERMES. The features that are analyzed in this comparison
include routing, multi-queuing for TT traffic, scheduling process, and support
for zero reception jitter (ZRJ).
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Fig. 9.1: A TSN egress port with four FIFO queues: one TT queue, two AVB
queues, and one BE queue.

9.3 Background

TSN end-stations communicate by transmitting Ethernet frames through routes
consisting of links and time-sensitive switches. In TSN, Ethernet frames belong
to one of the eight possible priorities. The traffic is classified as one of the three
available traffic classes, including TT traffic, AVB traffic, and BE traffic, where
TT traffic has higher priority than other traffic classes and BE has the lowest
priority. Note that several priorities may cover one traffic class, e.g., AVB can
consist of classes A, B, and C, each associated with one priority level. A port
of a TSN switch supports up to eight FIFO queues each of them associated
with one priority level. Figure 9.1 shows an example of a time-sensitive device
output port with four queues configured as TT traffic with the highest priority,
AVB classes A and B traffic with the medium priority, and a BE traffic class as
the lowest priority.

9.3.1 Time-Triggered Traffic

TT traffic is scheduled offline, which allows to know exactly in which time slot
each TT frame is transmitted. This requires that interference between frames
must be prevented. This is achieved through the TAS mechanism (see Fig-
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Fig. 9.2: TSN TAS gate mechanism.

ure 9.1). According to this mechanism, each queue has an associated gate that
can be open or closed. The frames in a queue can be transmitted when the
gate is open, otherwise, the frames are blocked for transmission.The gates are
controlled by the GCL, which specifies at which point in time gates should be
open, and it is a cyclic list that repeats the schedule. The time that gates are
open or closed can be specified at the nanosecond level for each entry of the
GCL and we refer to the opening time of a gate as window.

Figure 9.2 shows an example of TAS operation for two TT queues with two
different priorities, i.e., priority 6 and 7. In this example, we assume that three
TT frames with a period of 4 time units are transmitted through a switch port
where one of the TT frames is set to the highest priority 7 (blue frame), while
the other two frames (red and green) are set to priority 6. As the periods of
the frames are equal, the hyper-period (the least common multiple) of them is
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Fig. 9.3: Multi-hop behavior of TSN and GCLs.

4 time units. Therefore, the GCL cycle is defined as 4 time units allowing gates
operation in each time slot and repeating every 4 time units. According to the
schedule in this example, which is set in the GCL, at time TO till T1 the gate for
priority 6 queue is open (shown as 1 in GCL), whereas the gate for priority 7
is closed (shown as 0 in GCL) allowing transmission of the red frame. Further,
in the time slot between T1 and T2, the blue frame can be transmitted as the
gate for priority 7 is open. Between T2 and T3 both gates are closed, thus no
transmission can occur, and finally, the gate of priority 6 queue is open in the
last time slot that allows the transmission of the last frame, i.e., the green frame.
Two cycles of frame transmissions are represented at the bottom of Figure 9.2.

On the other hand, TSN supports multi-hop communication which imposes
other restrictions when scheduling. For a frame to be transmitted on a link, it
must have been previously transmitted through the preceding links in the route
of the frame. Furthermore, the order of frames in transmission is also important.
Considering that the queues in the switches are FIFO, if a frame arrives to a
switch before another one, it will also be transmitted first. Figure 9.3 shows an
example of a multi-hop schedule. The figure shows three switches (S1, S2, and
S3) and three links, two of them connecting S1 and S2 with S3 and one in the
S3 output. Two frames are exchanged between these 3 switches, one blue frame
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is sent by S1 and one red frame is sent by S2 and both frames are forwarded by
S3 through the output link. As we can see, both are sent after they are received
by S3. However, according to the schedule that is decided for this case (for
whatever the reason), the red frame arrives before the blue frame to S3 but the
blue frame is sent by S3 before the red frame, thus this schedule would not be
possible with a single queue. In this case, the red and blue frames must have
been assigned to different queues and hence have different priorities.

Finally, interference-free transmission of frames ensures their zero jitter
transmission. This means that the variations in the transmission and reception
of each frame with respect to the schedule will be zero, assuming that the clock
drift is zero. However, in this work, not only the jitter but also the reception
jitter has been considered. The reception jitter is defined as the variability of
the instant of reception by the receiver end-station of a frame with respect to
its period. For example, Figure 9.4 shows the schedule over the GCL cycle
of a TSN output port connected to the input port of the receiving end-station.
In this schedule two frames are shown, a blue frame with a period of 4 time
units and a red frame with a period of 2 time units. According to the schedule
example in Figure 9.4a, the blue frame has zero reception jitter since it is always
transmitted at time unit 0, whereas the red frame has reception jitter since it is
transmitted at time unit 1 in its first instance (T'1) of the hyper-period and at time
0 in its second instance (T2). Zero reception jitter is particularly interesting in
heterogeneous systems combining TSN components and legacy components
that cannot adopt TSN synchronization mechanisms. In these cases, a frame
with zero reception jitter helps the synchronization of the applications even if
the devices are not properly synchronized. Throughout the paper, we denote
zero reception jitter by ZRJ and reception jitter by RJ. Note that in this case,
as shown in Figure 9.4b, it would be enough to delay the transmission of the
second instance of the red frame by one time unit for both frames to have ZRJ.

9.3.2 AVB and BE Traffic

AVB frames are not scheduled offline, i.e., they are scheduled via CBS once
they arrive at the switch port. The gates are normally open for them unless
TT traffic is to be transmitted. The CBS aims at improving the Quality-of-
Service (QoS) of lower priority traffic while ensuring a minimum of bandwidth
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(a) Schedule of two frames with and (b) Schedule of two frames, both with
without reception jitter. zero reception jitter.

Fig. 9.4: Difference between reception jitter and zero reception jitter.

utilization. Finally, BE frames have no real-time guarantees, thus they will
be transmitted when their gate is open and the CBS is negative for all higher
priority traffic.

9.4 Proposed scheduling algorithm

We developed what we call Heuristic multi-queue Scheduler (HERMES) which
generates the global schedule for the transmission of TT traffic. Our goal is
to reduce the scheduling time while achieving high schedulability through the
use of different numbers of TT queues and providing zero jitter. Moreover,
HERMES can provide zero reception jitter.

HERMES calculates the GCL of each egress port of the end-stations and
TSN switches. To do this, unlike other heuristic algorithms that schedule frame
by frame, our algorithm decides the schedule link by link (and then for each link
deciding the schedule of each frame to be transmitted in that link) starting with
the destination links and ending with the source links scheduling each frame as
late as possible according to their timing constraints. The reason why we design
HERMES to calculate the schedule link by link instead of frame by frame is that
in this way the conflicts between frames are detected before the entire frame
has been scheduled. On the contrary, when the network is scheduled frame by
frame, the schedule of one frame may hinder the scheduling of the other frames
and the algorithm will have to schedule that frame again throughout all its links.
On the other hand, links are scheduled from destination to source because the
destination link is the most restrictive link especially if the frame has more
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restrictive reception time constraints such as frames that must be received with
zero reception jitter. In addition, in each links, each frame is scheduled as late
as possible so that the preceding links have enough time margin between the
frame’s period start and the offset of the same frame in the last scheduled link.
However, this does not imply that the frames will have the highest possible
latencies because an improvement as simple as looking for the minimum offset
of all frames and moving all frames earlier by that amount can be applied.

The use of multiple queues for TT traffic to improve the schedulability is
thoroughly explained in Section 9.4.2. However, it is worth to mention that
HERMES does not consider relative priorities between TT queues, i.e., all
queues have the same priority. The isolation of frames by only opening the
gate of a single queue at a time eliminates the arbitration among TT frames
which is performed by the Strict Priority module (see Figure 9.1) if more than
one queue has its gate open. The queues are only used to help the scheduler
meeting the order condition explained in Section 9.3.

Although HERMES uses only unicast frames, the algorithm would work
equally well with multicast frames. As we will see in the algorithm descrip-
tion, HERMES only schedules those links whose frames have already been
scheduled in the subsequent links. In this way, in the case of multicast frames,
when scheduling the link before the fork, the following links will already be
scheduled and therefore the algorithm can continue to function normally only
taking into account the offset and restrictions of several following links instead
of a single following one.

9.4.1 System Model

In this work the communication network model consists of two main sets, one
for the links £ and one for the TT-frames Frr. Each link [ € £ is unidirec-
tional, is defined by its identifier, and has a parameter [.¢ indicating in which
phase of the execution of HERMES the link will be scheduled. Indeed, the
execution of the scheduling algorithm presented in this paper is divided into
phases, with a total of ® phases. In the case of full-duplex links, two links with
opposite directions are instantiated. On the other hand, each frame f € JFrr is
characterized by seven parameters f = (¢, w,d,q,u,n,8), i.e.,
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1. the period f.t,

2. the length of the frame or the size of the window needed to transmit the
frame f.w,

3. the deadline f.d,
4. the queue of the frame in all egress ports of the whole route f.q,

5. a parameter to decide in which order the frames in the links are sched-
uled, which in this case is the frame utilization f.u (see Algorithm 2 in
Section 9.4.2),

6. the number of links in the route f.n, and
7. aset f.8 containing the route and the schedule of each link in the route.
Each element s € f.8 includes three parameters s = ((, ¢, O):

1. the link s.C of the route assigned in reverse order, i.e. s;.( being the
destination link and sy ,,.C the source link,

2. the number of instances s.: of the frame in the link, and

3. a set 5.0 indicating the offset of each instance according to the period
start of the instance.

94.2 HERMES

The input to the scheduler consists of a list of TT frames characterized by their
period, frame length, deadline, and routing expressed as a vector of unidirec-
tional link identifiers. With this list, HERMES executes the following steps to
obtain the schedule.

Algorithm 1, DivPhases: First of all, as mentioned before, links are di-
vided into phases where all frames in all links assigned to that phase are sched-
uled togther. The only condition for a link /; to be assigned to a phase [;.¢
is that all frames transmitted through that link f € Frr : f.s;.¢ = [; must
have all previous links (links closer to destination) assigned to previous phases



88 Paper B

Algorithm 1: HERMES - DivPhases
Data: £, Frr
Result: VI € £ return [.¢
1 procedure DivPhases
2 forVie L dol.¢p < NULL end
3 P 1
4
5

while 3l € £ :1.¢p = NULL do

for fi.Sj, fr-s50 € Frp, .8 fi.Sj_ll = NULLN fr.5,—1 =
NULL do

6 if H'fZSJC = kaJ;C then

7 | fisj (@

8 end

9 end

10 P—P+1
1 end

Algorithm 2: HERMES - AssignFrameUltilization
Data: Frr
Result: Vf € Frr return f.u

1 procedure AssignFrameUtilization

2 forVf € Frrdo

4 end

Vf.sp.C:k <jlf.si.C.¢ < f.s5;.C.¢. Todo that, if there are links not assigned
to any phase, the algorithm adds a new phase and checks if links not assigned
are ready to be assigned in the new phase according to previous conditions.
Note that, as mentioned before, links in the route are ordered from destination to
source, i.e., routes are scheduled backwards and in each phase all links which,
fulfilling the above conditions, are independent can be scheduled. Figure 9.5
presents a network example where the squares with positive numbers repre-
sent end-stations and the circles with negative numbers represent switches. For
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Fig. 9.5: TSN Network example.

this example, Table 9.2 shows a list of frames and their corresponding routes
expressed as a list of pairs of end-station/switch identifiers indicating the link
and its direction. Moreover, Table 9.3 shows how links in reverse order (from
destination to source) are assigned to phases and how these links are delayed
(represented by arrows) in the scheduling process until the preceding links are
assigned to a previous phase. Finally, for this example, Table 9.4 shows the
resulting distribution of the links in phases. The reason for scheduling the links
in reverse order is that, due to the need for determinism in the reception link,
this link becomes the most restrictive. This is particularly important to obtain a
zero reception jitter schedule as mentioned in Section 9.4. On the other hand,
note that, although this scheduler can be used in feed-forward networks, the
routes cannot present triple dependencies in a loop. For example, the routes of
the frames in Table 9.5 cannot be distributed in phases. The reason is that, as it
can be seen in Table 9.6, the triple dependency in the loop causes a deadlock in
the DivPhases algorithm as some links in the route will be indefinitely delayed.
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Algorithm 3: HERMES - Schedule

Data: £, Frr
Result: Vf € Frp return f.S
1 procedure Schedule

2 forVf € Frrdo f.g + 1 end

3 forp=1..9 do

4 forvVie L:1l.0 =pdo

5 HP + LCM({f.t: f.s.C=1})

6 forVfse f8: f.s.(=1do f.s.L % end
7 forVf € Frr, f.sq € f.8: f.55.C =1 from highest to

lowest f.u do

8 for i = f.s;.c..1do

9 f.8z.0; < min(f.s;—1.0, f.d) — f.w
10 while Collision(f.sz.0;) V Orderl(f.sz.0;) V

Order2(f.sz.0;) do

11 if Collision(f.s;.0;) then

12 | fe50.0i = f.5p.0i— 1

13 else

14 if Order1(f.s;.0;) then

15 fa< fq+1

16 if f.q > @ then

17 ‘ f-84.0; < f.8..0; — 1
18 end

19 end

20 if Order2(f.s;.0;) then

21 fag+ fq+1

22 if f.¢ > @ then

23 ‘ return Unschedulable
24 end

25 end

26 end

27 if f.s;.0; < 0 then

28 ‘ return Unschedulable

29 end

30 end

31 end

32 end
33 end
34 end
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’Frame‘ Route
f1 1-1;-1-2;-22
2 2-2;-2-1;-1-3;-33
3 2-2;-2-4;-44
f4 3-3;-3-5;-55
5 3-3;-3-1;-11
f6 3-3;-3-4;-4-2;-22
f7 4-4;-4-2;-2-1;-11
8 5-5;-5-2;-2-1;-11
f9 5-5;-5-3;-33

Table 9.2: Example of frame routes for Figure 9.5

| Frame | o1 | 02 | ¢3 [ ¢4 | ¢5 [ 06|
1-1

f1 220 -1-2

2 33 0-1-3]-2-1|2=2

3 44|24 — 2-2

4 S551-3-5| — — — [ 3-3
5 -111-3-1 — — — | 3-3
f6 22 — — | 4-2|-34|3-3
7 -11 — | 2-1|-4-2]| 44

8 11 — | 2-1|-5-2|5-5

9 33153 — — 5-5

Table 9.3: DivPhases procedure

Algorithm 2, AssignFrameUltilization: To decide which frames in the link
will be scheduled first, the utilization of the frame along its route is calculated
according to the formula f.u = %‘1’ - f.n. This formula can change depending
on the needs. However, in this case, we sought to prioritize the frames that
required the most bandwidth at specific time periods (between the period start
and deadline) as this causes the free space for scheduling to be consumed very
quickly, so it is important to prioritize them to provide them with the space they
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Phase 1 | Phase 2 | Phase 3 | Phase 4 | Phase 5 | Phase 6

11 12 -1 22 34 33
22 13 | 21 | 42 44
33 24 52 55
44 3-1
55 355
5-3

Table 9.4: Resulting link distribution in phases

] Frame \ Route
fl 1-1;-1-3;-3-4;-44
2 ; -4-2:-2-1;-11

B

3-3:-34
f3 |4-4:;-4-2;-2-1;-1-3;-33

Table 9.5: Example of frame routes with feed-forward dependencies for Fig-
ure 9.5

| Frame | ¢1 | 92| ¢3 | ¢4 ]

fl 44 - | =
2 11 —» | —
f3 33 = | =

Table 9.6: Infinite DivPhases procedure

need.

Algorithm 3, Schedule (1.2-8): Firstly, we initialize the queues by assign-
ing queue 1 to all frames. Then, HERMES goes through all the phases and,
within each phase, all the links, and calculates the hyper-period (HP) by cal-
culating the Least Common Multiple (LCM) of all frames of each link and the
number of instances of each frame in the link by dividing the HP by the frame
period f.t. In this way, HERMES schedules phase by phase, where in each
phase the links can be scheduled in parallel because they are independent. Fi-
nally, in each link, the schedule of the frames is done in order of descending
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f.u, instance by instance from last (f.s,.¢) to the first instance in the HP. This
is to prevent, in case of having frames with deadlines bigger than periods, later
instances to be scheduled before previous instances.

Algorithm 3, Schedule (1.9-10): Secondly, we initialize the offset of each
instance of the frame in the link to the minimum between the deadline of the
frame and the release of the frame in the previous link (the following link if we
consider order from source to destination) if any. Then we check if the offset
assigned to the instance of the frame makes it collide with another previously
scheduled instance and if the order of reception and transmission in the switch
between this link and the previous one is adequate. Algorithm 3, Schedule
(1.11-34): Finally, if there is a collision, defined as

Collision(fi.sj.0r) = 3 fm.Sj.0n :
[fm-8j.0n + fm-t- (n—1) < fisjop + fiw+ fit-(k—1)]A 9.1
[fm-8j.0n + fm-w+ fnt- (n—1) > fisjop + fit-(k—1)],

the frame moves backward until it encounters an empty space. Once an empty
space is found, the reception and transmission order in the switch is checked.
If the frame arrives at the switch later than another frame with which shares
the transmission link and which is also transmitted later than the frame under
scheduling in the shared transmission link, i.e.,

Orderl(f;.sj.or) = 3fm.sj.0n :

[fm-8j-1.C = fi-sj-1.C] A

[fm-8j.0n + fmt-(n—1) < fi.sj.op+ fit - (k—1)]A
[fm.sj_l.on/ + fmt - (0 = 1) > fisj_1.01 + fiit - (K — 1)]

9.2)

the switch must change the queue or move backward in the schedule so that it
arrives earlier than the frame instance in order conflict. On the other hand, if
the frame arrives at the switch earlier than another frame that shares the trans-
mission link and is transmitted earlier than the frame under scheduling in the
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shared transmission link, i.e.,

Order2(f;.sj.or) = 3fm.sj.0

[fm.Sj_l.C = fi-sj—l~C] A

[fm.sj.on + fmt- (n — 1) > fz'.Sj.Ok + fi.t- (k — 1)] A
[fm.ijl.On/ + fm.t - (TL/ -1)< fi.sjfl.Ok/ + fi.t- (k‘/ — 1)]

9.3)

the only option is to change the queue or the network configuration will be
unschedulable for the ordering approach used. Moreover, if the offset becomes
negative due to the frame advance, the configuration will also be unschedulable.
Note that changing the queue is not enough, it is also necessary to check that
such a change does not affect the order conditions of the previously scheduled
links but for the sake of simplicity, this has not been included in the algorithm.

On the other hand, in HERMES frames can be configured as RJ or ZRJ.
For the sake of simplicity, this is not reflected in the algorithm but it consists of
forcing all offsets to be equal on the reception link of the frames configured as
ZR]. If a frame is configured as RJ, it can be received by the receiver at different
points in time even if reception is deterministic. For example, if one frame is
scheduled as RJ and has a period of 4s, HERMES may schedule it in a loop
of 3 instances where the first instance has an offset of 1s, the second instance
has an offset of 3s, and the third instance has an offset of 2s. In this way, the
instances of this frame will be received at seconds 1, 7, 10, 13, 19, and so on.
However, if a frame is configured as ZRJ, it will be received by the receiver
at a constant rate equal to the period. For example, if one frame is scheduled
as ZRJ and has a period of 4s, HERMES schedules it in a way that the offsets
of all instances are the same. In this way, if the frame has an offset of 2s the
frame will be received at seconds 2, 6, 10, 14, 18, and so on. As mentioned
before, this behavior is especially interesting for legacy devices that cannot
implement TSN synchronization protocols but want to execute applications in
a TT fashion, or want to exchange their own legacy synchronization frame with
other legacy devices through TSN.
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9.5 Evaluation of HERMES

9.5.1 Experimental setup

For the evaluation of HERMES, in this paper, we used the LETRA evaluation
toolset (ETS) developed in [15]. LETRA ETS provides a set of integrated
tools capable of performing automated experiments regarding the scheduling
and schedulability analysis of TSN networks. In this section, we will explain
LETRA ETS and the modifications that have been done for this paper. The
reader is referred to [15] for more information about LETRA ETS.

The toolchain of the LETRA ETS used in this work is depicted in Fig-
ure 9.6. The main input to the ETS is the network configuration, including the
network topology and traffic characteristics. For this paper, we use two net-
work topologies both following a line-star topology. The network topologies
are depicted in Figure 9.7 and they are a small single-switch network consisting
of 3 nodes (S1) and a larger three-switch network consisting of 9 nodes (S3).

For the traffic characteristics, we set the traffic to be only TT as we ex-
clude the effect of HERMES on lower priority traffic in this stage. The network
bandwidth is set to 10Mbps to prevent generating too many frames when reach-
ing loads around 90% utilization to avoid taking more than a week to conduct
each round of experiments due to the CP scheduler and the network genera-
tor which are the two most time-consuming tools. The maximum number of
generated frames is set to 100, however, depending on the selected utilization,
the frame number can be different. The frame length is selected within the
range [500,1000] Bytes. The minimum and maximum allowed periods are set
to 200us and 1000us respectively, while deadlines were assigned the same val-
ues as the corresponding periods. Note that the frames will be generated such
that the utilization of all links will be the one selected as an input, e.g., when
we select 10% utilization the traffic generator selects the frame sizes and routes
to obtain 10% on all links if possible.

The first step of LETRA ETS is generating random traffic. We used the
network configuration as input of the network generator to generate 1700 sets
of TT traffic randomly for each network topology (100 TT traffic configurations
for each of the values of the utilization, which are taken [from 10% to 90% in
steps of 5% of utilization]).
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Fig. 9.6: LETRA evaluation tool set modification.

The next step is LETRA, as it can be seen in Figure 9.6, which is a mapping
tool to map the generated traffic into TSN traffic classes, i.e., TT, AVB and
BE. In this paper, we are only interested in TT traffic, thus, we skip the traffic
mapping. However, ETS is integrated in a way that the output of each tool is the
input of the next. For this reason, we used LETRA only as a translator between
the output of the network generator and the input of the schedulers.

Finally, each generated network processed by LETRA is used as input to
both HERMES and a CP scheduler [21]. The CP scheduler runs in the only
available mode which is with one queue and RJ while HERMES, depending
on the experiment, is configured with up to 4 TT queues and with the frames
configured in either mode RJ or ZRJ.
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(a) Single-switch network (S1). (b) Three-switches network (S3).

Fig. 9.7: Experimental network topologies.

Once the scheduling of all the generated networks is done, we compare the
two schedulers, i.e., HERMES and CP, with respect to the time that it takes
for each of them to give a solution and the number of networks for which each
of the schedulers is able to find a schedule (number of networks considered as
schedulable by each scheduler). The experiments are done for different values
of the network utilization, which is the same on all network links, e.g., 10%
utilization is considered in all links of the network. We show the results for
different network utilization in several graphs in the following sections. In the
graphs that show the number of schedulable networks, the circles indicate the
percentage of networks generated that could be scheduled while error bars rep-
resent the error in the percentage obtained through the binomial analysis with
95% certainty. Additionally, these graphs include dashed trend lines obtained
through logistic regression adjustment to present the trend of changes. More-
over, Table 9.7 compares the schedulability between HERMES in modes RJ
and ZRJ and the CP scheduler on networks S1 and S3. In the table, we an-
alyze schedulability S(u), as a function of the utilization w, for the range of
utilizations under analysis (u € [10%, 90%)]). Since the schedulability S(u) is
sampled, we approximate it by a logistic regression, that we indicate with the
notation S (u). Then we define the accumulated schedulability for a network
as:

0.9
AS, = Sy (u)du (9.4)
0.1

which we use to compare schedulers using the accumulated scheduling ratio
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defined as: AS

to measure the percentage of schedulable networks of x compared to y. On
the other hand, in the graphs that show the time taken by each scheduler to
give a solution, the circles show the average time needed to get the schedule in
milliseconds for each utilization level, while error bars are calculated using the
gamma distribution with 95% certainty. Moreover, the graphs include a dashed
trend line obtained by fitting the data to an exponential function or a polynomial
function of order 1 or 2.

9.5.2 Results of the scheduling time

We start with the evaluation by analyzing the time it takes to give a schedule
for both network topologies. In Figs. 9.8 and 9.9 scheduling times for all HER-
MES modes and the number of queues as well as the scheduling time of the CP
scheduler for networks S1 and S3 respectively are shown. In both graphs, we
can see how the scheduling time of the CP scheduler is exponentially increasing
with the percentage of utilization and the number of frames while HERMES re-
mains with scheduling times below 10ms. This implies that HERMES exhibits
scheduling times from tens of times lower than the CP scheduler to thousands
of times lower for high utilization values. Furthermore, we can see how for
50% utilization the scheduling time in the S1 network for the CP scheduler
is 3000ms while for the S3 network it is 8000ms, which also shows a large
increase in scheduling time with the size of the network.

On the other hand, Figs. 9.10 and 9.11 show a detail of the scheduling times
specifically for HERMES in RJ mode for networks S1 and S3 respectively.
Both graphs show an increase in scheduling time proportional to the square of
the utilization, which is related to the number of frames. On the other hand, the
scheduling time is proportional to the longest path between two end-stations.
In this case, as shown in Figure 9.7, the ratio between the longest routes is 4/2.
For a utilization of 60%, we observe that in the S1 network HERMES with 2
and 3 queues takes 1 and 2 ms respectively while in the S3 network for the same
number of queues the scheduling time is 2 and 4 ms, which corresponds to the
ratio calculated above. Finally, it is also possible to identify that scheduling
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time doubles with every extra queue, for example, for a 60% utilization in the
S3 network, HERMES takes 2, 4, and 8 ms to get a schedule with 2, 3, and 4
queues respectively. Although the complexity doubles with each extra queue
used, the fact that the queues are limited to 8 reduces its impact and allows
HERMES to remain scalable.



100 Paper B
Scheduling time vs utilization
on the S1 network with RJ, ZRJ and CP
8000 | O TimeHSRJ1 e
TimeHSRJ2 )/
7000 | ® TimeHSRJ3 A
O TimeHSZRJ1 ,/
TimeHSZRJ2 /
7 0 o TimeHszri3 ,/ |
E 3  Timecp v
© 5000 | :
S /
= - q
(o2} 7
£ 4000 |- B :
_g v
(] -
5 3000 |- L :
a % e 1
2000 - 5 7 1
1000 | //,/@/é .
- o
B8 o 6 0o o o v o O o0 O 0 O 6 &
10 20 30 40 50 60 70 80
Utilization [%]
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S1 of a CP scheduler and HERMES with and without zero reception jitter with
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Fig. 9.10: Scheduling time for different levels of network utilization on network
S1 of HERMES with reception jitter with 1, 2 and 3 queues.
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Fig. 9.11: Scheduling time for different levels of network utilization on network
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9.5.3 Results of the schedulability

Figure 9.12 shows in black the schedulability of the CP scheduler for a single-
switch network (S1) with the set of generated networks. On the other hand,
in blue, green, and red we can see the HERMES schedulability with 1, 2, and
3 TT queues respectively in mode RJ (with jitter in the reception). The first
observation is that it would be enough to increase the number of queues to
2 to obtain the same schedulability as the CP scheduler with 1 queue but, in
addition, with three queues it is even possible to exceed by more than 32% the
schedulability achieved by the CP scheduler, as shown in the first column of
Table 9.7. These results, together with those shown in the previous subsection,
show the usefulness of HERMES in contexts where the number of queues is
not a constraint but the schedulability time is, e.g., run-time configurations.

Figure 9.13 shows the HERMES schedulability in zero reception jitter
(ZRJ) mode for the S1 network. This graph shows that in this case, from 2
queues onwards, the schedulability stagnates due to the tough constraint that
the ZRJ mode imposes. However, in the second column of Table 9.7 it can
be seen how the schedulability is lower than in RJ mode, except for the case
of one queue where the ZRJ mode restriction facilitates the scheduling of cer-
tain cases. Since, in general, the schedulability in ZRJ mode is lower than the
schedulability in RJ mode, it is recommended to limit this mode to frames that
really require it.

Figure 9.14 shows in black the schedulability of the CP scheduler for a

Network S1 Network S3
’ N°Q | ASRrjcp | ASRzRrirs | ASRzRr1cP | ASRZRIRJ
1 51.04 101.58 17.37 102.59
2 98.50 80.54 55.09 104.62
3 131.99 62.73 81.59 96.33
4 - - 101.35 81.98

Table 9.7: Schedulability comparison between HERMES with different number
of queues (Q) in mode RJ and ZRJ and the CP scheduler on networks S1 and
S3.
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Fig. 9.12: Schedulability for different levels of network utilization on network
S1 of a CP scheduler and HERMES allowing reception jitter with 1, 2 and 3
queues.

three-switches network (S3) with the set of generated networks. On the other
hand, in blue, green, red, and orange we can see the HERMES schedulability
with 1, 2, 3, and 4 TT queues respectively in mode RJ. In this graph, we can see
how HERMES scales worse the longer the route of the frame, being necessary
up to 4 queues to surpass the schedulability levels that are attainable with the
CP scheduler, as shown in the third column of Table 9.7. However, it can also be
noticed that with 3 queues 81% schedulability is achieved so the improvement
in scheduling time can still be worthwhile. For example, different approaches
can be tried to order the frames, apart from frame utilization, so that, although
each has a lower schedulability, together can cover all the cases covered by the
CP scheduler even in less time since different frame scheduling orders in the
links will provide different schedules.
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Fig. 9.13: Schedulability for different levels of network utilization on network
S1 of HERMES in zero reception jitter mode with 1, 2 and 3 queues.

Figure 9.15 shows the HERMES schedulability in ZRJ mode for the S3
network. Similar to what happened in the S1 network, in this case, the schedu-
lability in ZRJ mode also stagnates. However, the stall occurs after the third
queue. On the other hand, as we can see in the fourth column of Table 9.7, with
fewer queues the ZRJ constrain may slightly improve schedulability but for
more queues, the difference is greater and increasing so, since more queues are
needed to achieve high values of schedulability for this kind of traffic, again,
this mode should be left for very specific frames if high schedulability wants to
be achieved.
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Fig. 9.14: Schedulability for different levels of network utilization on network
S3 of a CP scheduler and HERMES allowing reception jitter with 1, 2, 3 and 4

queues.
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Fig. 9.15: Schedulability for different levels of network utilization on network
S3 of HERMES in zero reception jitter mode with 1, 2, 3 and 4 queues.

9.6 Conclusion and Future Work

We argued that developing fast scheduling algorithms are crucial specially for
adaptive and evolutionary systems. Therefore, in this work, we have developed
a fast heuristic scheduler for TT traffic in TSN networks called HERMES that
can match the level of schedulability of reference schedulers by using several
TT queues. We also use the LETRA ETS to evaluate HERMES performance
showing that by using several queues HERMES can outperform the schedu-
lability of CP schedulers with a single queue but with HERMES exhibiting
scheduling times of less than 10 ms, which implies that HERMES is hundreds
or thousands of times faster. In addition, HERMES supports the integrative
capability of TSN by providing a more restrictive ZRJ mode that facilitates the
integration into TSN networks of legacy devices that cannot implement TSN’s
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own synchronization mechanisms.

In this work, we focus on TT traffic scheduling. However, in previous
works, we have developed a TSN mapping tool and an AVB analyzer. There-
fore, the next step is to integrate all these tools to create a toolset capable of
mapping and scheduling traffic taking into account the real-time requirements
of all kinds of traffic.
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Abstract

Time-Sensitive Networking (TSN) has become one of the most relevant com-
munication networks in many application areas. Among several traffic classes
supported by TSN networks, Audio-Video Bridging (AVB) traffic requires a
Worst-Case Response Time Analysis (WCRTA) to ensure that AVB frames
meet their time requirements. In this paper, we evaluate the existing WCR-
TAs that cover various features of TSN, including Scheduled Traffic (ST) in-
terference and preemption. When considering the effect of the ST interference,
we detect optimism problems in two of the existing WCRTAs, namely (i) the
analysis based on the busy period calculation and (ii) the analysis based on
the eligible interval. Therefore, we propose a new analysis including a new
ST interference calculation that can extend the analysis based on the eligible
interval approach. The new analysis covers the effect of the ST interference,
the preemption by the ST traffic, and the multi-hop architecture. The resulting
WCRTA, while safe, shows a significant improvement in terms of pessimism
level compared to the existing analysis approaches relying on either the concept
of busy period or the Network Calculus model.
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10.1 Introduction

Since its inception in 2012, Time-Sensitive Networking (TSN) has become one
of the most relevant sets of standards for real-time communications. TSN pro-
vides Ethernet with various features, including precise clock synchronization,
traffic flexibility, fault tolerance, and advanced network management. These
characteristics make TSN relevant to several application areas, such as automa-
tion [18], automotive [12], and power distribution [10].

This paper focuses on two of TSN’s most relevant features: its traffic flex-
ibility and the real-time features it provides. Traffic flexibility allows mixing
traffic with different characteristics and levels of real-time requirements on the
same network. Traditionally, this has been addressed using several networks
with different characteristics connected through gateways with limited inter-
network connectivity. However, thanks to TSN, this separation is no longer
necessary, as a single network can handle all types of traffic.

To achieve this, TSN defines three types of traffic: Scheduled Traffic (ST),
Audio-Video Bridging Traffic (AVB), and Best-Effort Traffic (BE). ST can
meet its requirements by construction as it is scheduled offline, and BE traf-
fic has no Real-Time (RT) requirements. However, AVB traffic, despite being
predictable, requires a Worst-Case Response Time Analysis (WCRTA) to de-
termine whether it can meet its time requirements. WCRTAS can be optimistic,
exact, or pessimistic. An optimistic analysis is unacceptable, as it may fail to
meet the time requirements, potentially leading to catastrophic consequences in
critical systems. In contrast, a pessimistic WCRTA, albeit safe, leads to wasted
resources.

An exact WCRTA is preferred for analysis of any real-time systems; how-
ever, it is challenging to achieve and often impossible due to considering worst-
case scenarios. To the authors’ best knowledge, currently, there is no exact
WCRTA for TSN’s AVB traffic. Nevertheless, providing a WCRTA with as
little pessimism as possible is essential when the exact analysis is unavailable.
This paper proposes a WCRTA and shows that it is less pessimistic than the
existing WCRTA for AVB traffic in literature.

Contributions: In this paper, we closely evaluate all the existing AVB
WCRTASs that support AVB traffic analysis under ST interference with and
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without preemption of the ST since this is the most common configuration.
Note that there are other WCRTAs that compute the Worst-Case Response
Times (WCRT) of AVB traffic without ST interference or preemption, or WCR-
TAs of TSN, such as [15], that do not consider AVB traffic. Those works are
considered limited in their capacity to support the TSN features, thus out of
the scope of this evaluation. To the best of our knowledge, there are only two
AVB WCRTAs in the literature that consider ST interference and preemption
according to the standards, being an analysis based on the busy period calcula-
tion [11] and an analysis based on the Network Calculus model [19]. There is
also a work based on the notion of eligible interval [4, 3, 5] that shows a signif-
icant improvement in terms of reducing pessimism compared to other analyses,
but that is limited to a single TSN output port and that does not consider the ST
interference. Further, there was an attempt to add the ST interference without
preemption to the eligible interval analysis [14]. However, this paper shows that
the approach presented in [14] contains a potential optimism in corner cases.
The concrete contributions in this paper are as follows:

* First, we show that although the eligible interval approach for AVB traffic
analysis presents less pessimism than the existing analysis approaches,
the extended analysis presented in [14] to include the ST interference
contains optimism in corner cases.

* Second, we show that the WCRTA based on the busy period calculation
presented in [11] also contains optimism in calculating the ST interfer-
ence, potentially making the analysis unsafe.

* Third, we propose a new calculation of the ST interference, solving the
optimism problems in both analysis approaches.

* Fourth, we present a new WCRTA which extends the one based on the
eligible interval approach [4, 3, 5] to consider ST interference with and
without preemption and the effect of the multi-hop behavior instead of
being limited to a single output port.

* Finally, we compare the three WCRTAS, i.e., the analysis based on the
busy period calculation [11], the Network Calculus model [19], and the
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new analysis presented in this paper, for two different network sizes. We
show that our analysis, while safe, significantly outperforms the other
two by exhibiting much less pessimism, on average around 100% com-
pared to the busy period [11] and 15% compared to the Network Calculus
model [19].

Paper organization The paper is organized as follows. Section 10.2 in-
troduces the concepts and features of TSN. Section 10.3 reviews the related
works, while Section 10.4 defines the system model. Section 10.5 summa-
rizes the WCRTA based on the eligible interval, and Section 10.6 extends it
by adding the proposed ST interference calculation and the multi-hop behavior
effect. Section 10.7 presents the experimental setup, while Section 10.8 shows
the results. Finally, Section 10.9 concludes the paper.

10.2 Recap on TSN Traffic Shapers

In TSN, communication between end-stations relies on transmitting Ethernet
frames through Ethernet links and TSN switches. TSN switches and end-
stations output ports have up to 8 First-In-First-Out (FIFO) queues. Each queue
corresponds to one of the 8 priorities available in TSN. Each of these queues
can apply different traffic shapers. Depending on the queue configuration, it
can handle one of the three types of TSN traffic (ST, AVB, or BE). As many
queues as needed from the 8 available priorities can be allocated to each type
of traffic, resulting in more than one class in AVB and BE.

Fig. 10.1 shows an example of a simplified 4-queue output port consisting
of an ST queue, two AVB queues (class A and B), and a BE queue. The follow-
ing sections will explain each TSN traffic shaper and how they are configured.

10.2.1 Time-Aware Shaper

ST is pre-scheduled offline to ensure precise transmission with high accuracy
and zero jitter. To meet the determinism requirements of ST and prevent inter-
frame interference, TSN employs the Time-Aware Shaper (TAS) mechanism.
TAS operates by isolating queues eligible for transmission and assigning to
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each queue a gate that can be toggled between open and closed states. The
state of the gate is determined by the Gate Control List (GCL), specifying, at
the nanosecond level, the duration for which a gate should be open or closed in
a cyclically repeating list. The cycle length is determined by the hyper-period
of the ST frames transmitted through the corresponding output port. This is a
limitation of the ST traffic due to the potential for certain period combinations
to cause an explosion in the length of the GCL, underscoring the significance of
AVB traffic. An open gate allows traffic transmission from the queue, whereas
a closed gate prevents frames from being transmitted. The open gate period
is a transmission window. For a scheduled transmission of an ST frame at a
designated time, the frame must reside in the assigned queue, and the gate of
that queue must remain closed until the scheduled transmission time. Before
the transmission window starts, all gates of other queues are closed to prevent
interference. This time when all gates are closed is called guard band. Then, the
ST queue gate opens precisely at the scheduled time for the transmission of the
ST frame. This mechanism is referred to as the HOLD/RELEASE mechanism
in the standards.

Additionally, TSN can be configured so that ST traffic can preempt the non-
scheduled traffic (AVB and BE traffic), commonly known as non-ST traffic.
That is, the transmission of the non-ST frame halts temporarily and resumes
after the ST frame completes its transmission. The guard band size varies based
on whether TSN is configured with or without preemption. With preemption,
the guard band needs to exceed the minimum preemptible message size (124
Bytes). Whereas, without preemption, the guard band must be greater than the
maximum size of a TSN frame, which is 1518 Bytes. Alternatively, not adding
guard bands would result in jitter for the ST equivalent to the transmission time.

Fig. 10.1 shows an example with two ST frames (1 and 4). This example
does not include guard bands or preemption for simplicity. According to the
GCL, these frames are scheduled to be sent at times TO and T3, respectively.
Thus, as depicted in the figure, at time TO, the ST gate is open, and all other
gates are closed, enabling the transmission of frame 1 without interferences.
Then, between T1 and T3, the ST gate is closed, and the other gates are open,
enabling the transmission of the non-ST traffic. At T3, the ST gate is reopened,
and the other gates are closed to allow the transmission of frame 4 without
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Fig. 10.1: Example of TSN output port.

interference. Finally, the ST gate is closed, and the non-ST gates are opened to
enable the transmission of the remaining non-ST frames.

10.2.2 Credit-Based Shaper

While ST is transmitted according to a fixed schedule with zero jitter, its re-
liance on off-line scheduling considerably reduces its effectiveness and effi-
ciency in handling other traffic types, such as event-triggered traffic. Addition-
ally, the cost of obtaining a schedule substantially increases with the number
of frames to be scheduled and may not always be affordable or even feasible.
This is where non-ST traffic comes into play. Non-ST can be transmitted when
its gate is open, i.e., when no ST frames are transmitted.
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Fig. 10.2: TSN output port transmission considering only TAS and strict prior-
ity.

Without additional mechanisms, non-ST traffic would be subject to arbitra-
tion through strict priority, severely impacting the quality of service for lower-
priority queues and significantly impairing their real-time response guarantees.
Fig. 10.2 illustrates the transmission outcome under arbitration solely by TAS
and strict priority. Frames from lower-priority queues experience delayed trans-
mission, with the delay increasing as the queue’s priority decreases. In the
most extreme scenario, a high-priority queue may indefinitely interfere with
low-priority queues, causing an infinite delay in their transmissions.

TSN incorporates a Credit-Based Shaper (CBS) mechanism to overcome
this limitation. The traffic assigned to queues implementing CBS is the AVB
traffic, while the lowest-priority queue with no CBS is the BE traffic. CBS
limits the maximum percentage of bandwidth a queue can utilize, ensuring a
minimum bandwidth allocation for lower-priority queues. In CBS, credit is as-
signed to each AVB queue. The credit is progressively replenished when an
AVB frame awaits to be transmitted or the credit is negative and is consumed
when a frame is being sent. The replenishment and consumption rates of the
credit are denoted by the terms idleSlope and sendSlope, respectively. A queue
is eligible for transmission only if its credit is zero or a positive value. Accord-
ing to the standard, the credit of a queue freezes if its gate is closed.

Additionally to the ST queue, the example in Fig. 10.1 includes two AVB
queues and one BE queue. Two frames (2 and 6) are assigned to the higher-
priority AVB queue, while the lower-priority AVB queue and the BE queue
present a single frame (frames 3 and 5, respectively). At time T1, following the
transmission of the ST frame, both AVB queues become eligible for transmis-
sion. Consequently, the strict priority mechanism selects the priority 2 AVB
queue, leading to the transmission of frame 2. While the frame is transmitted,
its credit is consumed. At the same time, the credit of the lower-priority AVB
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queue is replenished as it awaits transmission.

Moving to T2, the higher-priority AVB queue, having negative credit, be-
comes ineligible for transmission. Subsequently, the lower-priority AVB queue
is chosen, resulting in the transmission of frame 3. Remarkably, this occurs
even when a higher-priority non-ST frame (frame 6) awaits the transmission.
Similarly to T1, priority 1 credit is consumed during the transmission of frame
3, while the higher-priority AVB credit is replenished.

At T3, another ST frame is transmitted, and the gates of the AVB queues
close, causing their credit to freeze. By T4, the credit of both AVB queues is
negative, prompting the BE queue to be selected for transmission. This choice
occurs even though a higher-priority AVB frame awaits the transmission. Fi-
nally, at TS, the credit of the higher-priority AVB queue becomes zero, allow-
ing for the transmission of the last frame (frame 6). Note that BE has no timing
requirement and can only be transmitted when its gate is open, and no other
higher-priority frame is eligible to be transmitted.

10.3 Related Work

Since the introduction of the AVB standard in 2011, numerous papers have
delved into the challenge of analyzing its WCRT. However, almost all of them
can be categorized into three distinct approaches, including busy period analy-
sis, Network Calculus model, and eligible interval analysis.

The busy period analysis relies on finding the critical instant producing the
WCRT. Diemer et al. [8] introduced one of the first AVB WCRTAs based on
busy period analysis. Nevertheless, it was constrained to a single output port
and a single AVB queue and did not account for ST interference. Subsequently,
the work in [9] extended the previous work to include the analysis of two AVB
queues (class A and class B). However, the consideration of ST was still omit-
ted and confined to only one output port. Finally, in the work by Lo Bello et
al. [11], one of the last AVB WCRTA based on busy period analysis is intro-
duced. Apart from considering interference with other AVB classes, this paper
also incorporates the impact of ST interference with and without preemption of
non-ST traffic and the blocking of lower-priority frames. Moreover, it includes
a multi-hop calculation, i.e., it is not constrained to a single output port. How-
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ever, it is important to note that the paper is limited to two AVB classes (Class
A and B). Furthermore, this paper shows that the analysis contains optimism in
the ST interference calculation.

The second approach leverages Network Calculus, a theoretical framework
designed for the performance analysis of communication networks. Network
Calculus allows for calculating the maximum delay each frame may experi-
ence, i.e., its WCRT. Zhao et al. [20, 19] introduce the WCRTA of AVB im-
plemented using Network Calculus. This method enables the calculation of the
WCRT from the transmitter to the receiver for multiple AVB queues consider-
ing ST interference with and without preemption of non-ST traffic. However,
limitations in Network Calculus arise when dealing with loop networks that
involve circular dependencies. Furthermore, this approach allocates the same
bandwidth for an AVB class on all links, reducing flexibility in configuration
and potentially leading to situations where more bandwidth than necessary is
reserved. This solution, along with the one presented in [11], is unique in
providing WCRT from the transmitter to the receiver, encompassing ST inter-
ference and preemption of non-ST traffic by the ST. However, they have never
been compared as they were developed in parallel and published at almost the
same time. As part of the experiments in this paper, we also compare these two
analysis approaches. While other WCRTAs based on Network Calculus exist,
they do not meet the criteria for inclusion in this paper. For instance, [16] in-
troduces a WCRTA based on Network Calculus designed for a highly specific
setup featuring a single transmission window for each traffic type. Moreover,
it restricts the AVB Class A and B gates from being opened simultaneously,
significantly constraining the arbitration capabilities of CBS.

The third and final approach defines the time interval in which each frame
can be eligible to be transmitted (eligible interval). The WCRT for a frame
can be calculated by analyzing the maximum interference it may encounter
throughout its eligible interval. Bordoloi et al. [1] introduced one of the earliest
versions of the WCRTA, although the term had not yet been established. In
the work by Cao et al. [4, 3, 5], the authors extend Bordoloi et al. [1] AVB’s
WCRTA and introduce the term eligible interval. They demonstrate that the
maximum delay an AVB frame can experience, i.e., its WCRT, depends solely
on the maximum credit attainable by its AVB class, while this maximum credit
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is bounded and can be calculated. This analysis makes WCRTSs notably less
pessimistic than those based on the busy period analysis or the Network Cal-
culus model. Moreover, this analysis can be applied to any number of AVB
classes. However, this analysis does not consider the interference caused by ST
and is limited to a single output port. Maxim et al. [14] extended the AVB’s
WCRTA based on the eligible interval to incorporate ST interference, yet with-
out preemption. However, as we will see later in this paper, the solution con-
tains optimism when considering the ST interference.

As reviewed above, the existing analysis approaches either exhibit limita-
tions or contain optimism. Therefore, this paper addresses such limitations and
proposes a new ST interference calculation on the AVB traffic on multi-hop
networks that results to a significantly less pessimistic analysis compared to
the state-of-the-art analysis solutions.

10.4 System Model

10.4.1 Network model

In the network topology, unidirectional connections between any end-station
and any TSN switch and between two TSN switches are done through /inks
denoted by /. The TSN ports are considered full-duplex, i.e., the inputs and
outputs are isolated. Therefore, reception and transmission do not interfere on
the same physical port. This means that for each physical port, there are two
links, one for sending and one for receiving. Moreover, the time that elapses
from the reception of a frame through a TSN switch port until it is inserted into
the queue at the output port is specific to each TSN switch and is denoted by
€. The link delay due to the wire and its physical characteristics is assumed to
be negligible for the analysis, and the total network bandwidth is denoted by
BW and is the same in all network links. Finally, for AVB traffic of priority
X, on a link [, the credit replenishment rate (idleSlope) is denoted by 0‘},1’ the

credit consumption rate (sendSlope) is indicated as a’y ;, and the credit value is
denoted by CRx ;.
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10.4.2 Traffic model

In this paper, we use the real-time periodic model for all traffic. This model
defines frames as a sequence of frame instances that share common character-
istics, such as source and destination addresses, periods, deadlines, etc. In this
sense, a set of NV frames is characterized as follows:

In this model, C; represents the transmission time of a m; frame, which de-
pends on the frame size and network bandwidth. Moreover, the header of each
Ethernet frame is included in the frame transmission time C;, and the header
transmission time is denoted by v. This value will be considered constant and
independent of the frame class. Regarding the ST, the guard band is also in-
cluded in C; when necessary. Note that when multiple ST frames are trans-
mitted consecutively, only the first frame requires a guard band. Moreover, T;
and D; denote the period and relative deadline of the frame. We also assume a
constrained deadline model, i.e., D; < T;. Note that the AVB traffic classes can
be initiated periodically or sporadically. In the case of sporadic transmissions,
T; represents the minimum inter-arrival time, i.e., the minimum time between
initiations. The traffic priority of a frame is denoted by P; € P. The priority
level is the highest for the ST, the lowest for BE, and all middle ones are for
AVB. In this regard, ST priority is denoted by Ps7, BE priority is denoted by
Pgpp, and AVB priorities are denoted by ({P € P | Psp > P > Ppg}). More-
over, I, and H are the sets of non-ST frames with lower and higher priority than
my, respectively. As a frame may cross several links, the set of n links that m;
traverses is specified by £; = {l1,...,l,}.

Offsets are used to accommodate ST frames in the transmission schedule.
The offset for each ST frame is defined per link, and the set of offsets for all
links that m; crosses is specified by O;, e.g., O; = {Oﬁ} We assume that the
offsets are given, as scheduling optimization for ST frames is out of the scope
of this paper. Other works have already addressed this topic, such as [2]. Note
that no offset is defined for AVB frames; hence, for AVB frames, O; is an empty
set, i.e., O; = {0}.

In this model, we consider the TSN configuration in which ST traffic can
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preempt the non-ST traffic. This implies that certain frames might experience
interruptions during their transmission, only to be resumed later. Secondly, ST
frames arriving at a switch will stay in the output queue until their transmission
window becomes active. Specifically, the traffic classes can be classified as
express or preemptable. Our system model considers the ST frames to be ex-
press, whereas all the other classes are preemptable. This means that the guard
band can be sized as 124 Bytes since this is the non-preemptable segment of
any non-ST frame, i.e., is the maximum time a preemptable frame (non-ST
frame) can block an express frame (ST frame). This is the most common TSN
configuration when all traffic types are considered.

Finally, when an ST frame preempts a non-ST frame, it is resumed after
preemption but with a new header. This means that when a frame is preempted
and is split into two segments, the second segment also gets a header, i.e., two
headers should be accounted for. This affects the analysis for AVB traffic,
which will be discussed later in Section 10.6.

10.5 Worst-Case Response Time Analysis

This section will give a detailed overview of the WCRTA based on the eligible
interval [4, 3, 5]. As mentioned above, this WCRTA only considers interference
from AVB frames of higher and same priority, as well as lower-priority frames
blocking, including lower-priority AVB traffic and BE traffic. In addition, it
considers only one output port. Therefore, in the next section, we will extend
this analysis to consider interference with ST and the contribution of multi-hop
behavior.

10.5.1 WCRTA overview

We will begin by introducing each of the sources of delay that an AVB frame m;
in link [ may experience according to the WCRTA based on the eligible interval.
First, given that all queues in TSN are FIFO, a frame’s transmission depends
on the preceding frames within the same queue. Therefore, the first source of
delay comes from interference with the same-priority traffic, denoted by SPI i
Secondly, higher-priority AVB classes can also interfere with lower-priority
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AVB traffic, denoted by HPI', albeit to a restricted extent, thanks to the CBS
mechanism. Finally, since AVB Classes are not preemptive, if frames from the
lower-priority classes are being transmitted, an AVB frame should wait for its
entire transmission. This entails a blocking by the lower-priority traffic, de-
noted by LPI ﬁ Summarizing, both the higher- and same-priority AVB traffic,
as well as the lower-priority traffic (lower-priority AVB traffic and BE traffic),
must be considered to compute the WCRT of any AVB frames, i.e., for a frame
my; crossing link [, the WC’RT} considering only non-ST interference is:

WCRT} = HPI. + SPI\ + LPI + C; (10.2)

In the following subsections, we present the worst-case scenarios for each
of the above components that build the WCRT for an AVB frame m; on link /.

10.5.2 Same Priority Interference

According to [4, 3, 5], the delay experienced by an AVB frame m; in link [ inter-
fered solely by its same-priority traffic, i.e., sp(m;) = {m;|P; = F;,j # i},
is calculated as a basic FIFO schedule. However, due to CBS behavior, not
only the interference corresponding to the transmission of each same-priority
frame C'; must be considered, but also the time required to recover the credit
consumed by such interfering frame should be considered. This occurs because
when only same-priority interference is considered, the credit can only increase
when negative. The credit cannot become positive in this case because no other
traffic is interfering with or blocking the traffic with the same priority as the
frame under analysis. This behavior follows the CBS mechanism. As a result,
the maximum attainable credit is zero, i.e., the credit decreases when a same-
priority frame is being transmitted and increases only until zero. Consequently,
the interference of every same-priority frame m; will drop the credit to a neg-
ative value equal to Cj X ap, ;. Since an AVB class cannot transmit unless its
credit is positive or zero, the next same-priority frame in the queue has to wait

Xp. 1

7. Therefore,
*p,.1
the interference is the summation of the interfering frame transmission time and

the time to recover the credit. In the worst case, frame m; is interfered by all
the same-priority frames. Since we consider the deadline-constrained model,

for the credit to recover. The recover time is calculated by C'; x
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each same-priority frame in the FIFO queue can interfere with m; only once
if all frames meet their deadlines, as it is already discussed in the Controller
Area Network (CAN) domain [7]. In this context, as is common with most
deadline-constrained analyses, the result lacks reliability if the WCRT exceeds
the deadline of at least one same-priority frame. Therefore, the interference of
the same-priority frames on m; belonging to the class P; on link [ is calculated
as in Eq. (10.3).

I _ Up, 1
SPI! = Y Gx (1 - +> (10.3)

(0%
Vm;esp(m;),i#) Pl
/\leﬁj

10.5.3 Higher-Priority AVB Interference and Lower-Priority
Blocking

Although the higher-priority AVB interference and the lower-priority blocking
are two different contributions, the authors in [5] demonstrated that these de-
lay contributions correspond to the time needed to reach the maximum credit
CR™® achievable by the AVB class of the frame under analysis m; with pri-
ority B;, i.e.

Pl

HPI' + LPI; = (10.4)

Qp

The authors also proved that CRE", and therefore the HPI Ly oprr is
bounded as long as the sum of the bandwidth allocated to F; and all the higher
priority queuves H = {H € P | ST > H > P,} does not exceed the available
bandwidth. i.e.:

Jr
Y. ap, <BW. (10.5)
VPEHUP;

Under these conditions, the non-ST interference HPI. + LPI' that a frame
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can experience is computed as below:

max
HPIL + LPIL = —
“Pt (10.6)
maxr a[—&:l CRE&’L{L .
=Cy x| 14+ — | —-—=
Qg Qg

where C’ﬂl‘” is the size of the largest frame of all lower priority queues L. =
{LeP|L < P} andC ﬁ’l” is the minimum value that the joint credit of
the highest priority queues can reach in link [. The latter value is calculated
recursively as follows:

min _
CRH:{H1:-~~7Hn}:l -
— max min
—max(aHJ X CHl,l - C H—Hy 1) (107)

— max min
s Oy X Cytl — CRE™y, 1)

10.6 Proposed ST Interference

This section outlines the primary contributions of our work. Firstly, we intro-
duce a novel method for calculating ST interference. Secondly, we incorporate
this calculation along with the delay associated with multi-hop behavior into
the WCRTA based on the eligible interval.

10.6.1 ST Interference

Excluding the WCRTASs based on the Network Calculus model, there have been
2 main attempts to calculate the ST interference on the AVB frames.

The work in [14] introduced a modified version of the WCRTA based on
the eligible interval for a single link, considering the presence of ST. However,
this study did not establish the independence of the eligible interval from ST
interference. Additionally, the paper suggested that the maximum ST interfer-
ence an AVB frame might experience is limited to all ST transmissions in a

TAS Cycle.
STI'= "3 C; (10.8)
VjeST
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Nonetheless, this viewpoint is optimistic as nothing prevents an AVB frame
from being interfered by more than one TAS cycle, as we see below.
Optimism in ST interference calculation in [14]: Consider an output port
with a single ST frame of C'= 1 tu and 7" = 2 tu and two AVB frames (frames
2and 3) of C' =1 tu and 7" = 4 tu. Note that while the analysis considers two
AVB queues (Class A and B), a single AVB queue example suffices to illustrate
the optimism problem in the analysis. Regarding the GCL, i.e., the TAS cycle,
it will be 2 tu long because there is only one ST frame with 7'=2 tu (TAS cycle
equals the hyper-period of all ST frames). In each TAS cycle, 1 tu is allocated
to the ST frame transmission and one is free for an AVB frame transmission.
In this example, since there is only one AVB queue, we can assume that the
credit is 100% for this queue, i.e., aJ]SO = 1. Therefore, no credit is consumed,
hence there is no need to wait for its replenishment. According to [14], the
delay experienced by either of the two AVB frames would be:

WCRT! = STI' + SPIL + C; =1+ 141 = 3tu (10.9)
However, as shown in Fig. 10.3, frame 3 experiences a WCRT:
WCRTY = STI4 4+ SPIL + O3 =2+ 141 = 4tu (10.10)

The analysis in [14] considers the ST interference in this example 1 tu, while it
should be 2 tu, thus imposing optimism.

TAS Cycle 1 TAS Cycle 2
o —

TOg T1g T04 T, TO,

AVB Credit +

Fig. 10.3: Example of optimism on ST interference with AVB traffic.

Besides the work introduced above, the work in [11] proposed that the ST
interference calculation consists of identifying the critical instant that gener-
ates the maximum interference on the AVB frame under analysis which in turn
creates the maximum WCRT.
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As proven in their work, the starting time of every ST transmission window
in the hyper-period is a critical instant candidate. Since each link has a distinct
hyper-period of length €2;, and given that the hyper-period of a set of frames
is determined by the least common multiple of their periods, the instants to
consider for the ST interference of m; € ST onlink [ € £; are:

_

L={k-1DT;+0} :k=1,....n, n T,

(10.11)

After obtaining all potential critical instants across the hyper-period on link
[, it is necessary to calculate the phase difference between each ST frame m; €
ST and each potential critical instant I'[k]. These phase differences are the
offsets that the different ST frames would have if the start of the hyper-period
were at the critical instant candidate. For more information and the proofs, the
reader is referred to [13].

ol g = (O — IL[K]) mod T; (10.12)

Finally, for each critical instant candidate I[k], the amount of ST interfer-
ence that an AVB frame would experience over time ¢ is :

oL t— Pl
Wag) = > Q JT[k]J +{ T MD Cj  (10.13)
J J

VjeST NleL,

Additionally, AVB traffic will be preempted for each ST frame interfering,
resulting in additional headers being transmitted. Therefore, for each preemp-
tion by an ST frame, an additional interference by the header size v should be
considered as shown in Eq. (10.14).

Pl t— o
clk] clk]
Vigh = > Q grj J + { Tjj D v (10.14)

VjeST NEL,

Therefore, the maximum ST interference an AVB frame m; can experience
in link [ at instant I'[k] over a time ¢ is computed in Eq. (10.15), which is the



18 Paper C

summation of interference by ST and the extra headers due to preemption.

STIlc[k](t) = Wcl[k:}( )+ V[k:}( )=

l
3 Dl N t— Oy
T; T;

VjEST AEL,

(10.15)

) (Cj +v)

In this way, the response time of an AVB frame enqueued in the output

port of link [ in the critical instant candidate c[k|, denoted by S TRT" (T)} i
calculated iteratively as follows.

L) @-1)
STRTY) =ST1yy (STRTVG V) +

HPI' + SPI' 4 LPI' + C;.

(10.16)

The iteration starts from STRT; g[z] = HPI! + SPI. + LPI' 4 C; and

terminates when STRT" (3[2} =39 TRTi E}Tk} b,

The worst-case response time of the frame m; in link [ is denoted by
S TWC’RT%. This interference is determined by selecting the largest response
time among all critical instant candidates, i.e., the interference for all critical
instant candidates should be evaluated and the maximum should be selected as

follows:
STWCRT! = max {STRT ) (10.17)

me,V
Optimism in ST interference calculation in [11]: While this solution does
cover all potential interferences, unlike the one proposed in [14], it remains
optimistic about the magnitude of these interferences which potentially can
make the analysis unsafe in corner cases. We show this optimism in a counter-
example as follows.

Fig. 10.4(c) illustrates the response time of an AVB frame m; with C; =4
tu, interfered by another same-priority frame with the same frame size (C; =
4 tu) and an ST frame with C = 5 tu, taking into account the guard band and
frame size. Moreover, for the sake of simplicity, both credit slopes aJ]SM and

ap ; are assigned a value of 0.5, and the header is assigned a value of 1 tu. In
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Same Priority
AVB frame Extra Header Guard Band ST frame Frame m;

4tu 1tu 1tu 4tu 4tu

Preemption

P; credit

- ey

17tu 18tu 19tu
(a) ST Interference without preemption (b) ST preemption of the frame under analysis (c) ST preemption of the same-priority frames

Fig. 10.4: Example of worst-case ST preemption.

this scenario, the analysis by [11] - Egs. (10.15), (10.16), and (10.17) - yields
the following calculated value:

STWCRT! =STI. + SPI. + C;

(10.18)
=5+1+8+4=18tu

However, as depicted in the diagram, m; experiences a delay of 4 tu due to the
transmission of the same-priority frame, another 5 tu for the transmission of the
ST frame along with the guard band, an additional 1 tu for the header required
to resume the transmission of the same-priority frame, 5 tu to recover the con-
sumed credit, and finally, 4 tu of C;, resulting in a WCRT of 19 tu, proving the
optimism in the analysis. Although some analyses, such as [6], consider that
the credit freeze during the transmission of the bytes related to the preemption
overhead, this only applies to the end-of-frames transmitted during the guard
band. That is because during the guard band, the gates of the AVB queues are
closed and, according to the most common TSN implementation, the credit of
a queue is frozen while its gate is closed. However, the additional headers are
transmitted once the AVB gate is reopened so their credit is consumed.

The main issue with these ST interference calculations is the absence of
analysis concerning their interaction with other types of traffic, i.e., considering
the ST interference as an independent term in the analysis. In the following
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subsections, we will delve into the interactions between ST and other types of
traffic. Initially, we will focus on same-priority traffic before integrating higher-
and lower-priority traffic into the analysis.

10.6.2 ST and Same-Priority Interference Interaction

We show the effect of ST preemption with same-priority interference via a
lemma. In this subsection, we consider the interference of ST when there is
interaction with only same-priority interference.

Lemma 10.6.1. The WCRT of m; in link l in the presence of ST and only same-
priority interference with ST preemption in the critical instant candidate I é k]
is calculated as follows:

STRT iy =Wepwy (STRTzucm ) +

! I(z—1) Up, |

SPI. + C;

Proof. In this scenario, there are only three possible cases of ST interfer-
ence as follows: (i) when the ST interference occurs during credit recovery,
thus not preempting any frame (as shown in Fig. 10.4(a)); (ii) when the ST in-
terference occurs during the transmission of the frame under analysis (as shown
in Fig. 10.4(b)); and (iii) when the ST interference happens while a frame of
the same priority as the one under analysis is being transmitted (as shown in
Fig. 10.4(c)).

As depicted in Fig. 10.4(a), the scenario without preemption produces the
shortest response time. This is because this type of ST interference does not in-
troduce any extra delay beyond the time associated with the transmission win-
dow of the ST frame, i.e., Wcl[k] (t) in Eq. (10.13). Conversely, the case shown
in Fig. 10.4(b) is the scenario considered in [11]. In this scenario, the ST frame
preempts the frame under analysis. In this case, alongside the contribution re-
lated to the transmission window of the ST frame Wcl[k] (t), it is necessary to
add the delay corresponding to the header required to resume the transmission
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of the frame under analysis, i.e., Vcl 41 (t) in Eq. (10.14). This result corresponds
to the one shown in Egs. (10.15), (10.16), and (10.17). Finally, Fig. 10.4(c)
shows the case in which the ST frame preempts frames of the same priority as
the frame under analysis. In this case, additionally to the contribution related to
the transmission window of the ST frame Wcl[k] (t), and the delay corresponding
to the header required to resume the transmission of the same-priority frame,
Vcl[k] (t), it is necessary to add the delay corresponding to the recovery of the
credit consumed during the transmission of the extra header.

The third case, also shown in Fig. 10.4(c), results in the worst-case sit-
uation that can occur to the frame under analysis, which was not considered
in the previous work [11]. When ST preempts the same-priority traffic, the
transmission time of frames of the same priority is extended by v for each pre-
emption, i.e., Vcl[k] (t). The credit consumed during the transmission of Vcl[k] (t)

is Vcl[k] (t) x «p, ;- As explained in Section 10.5.2, all consumed credit must be
recovered to allow the transmission of the same-priority traffic. The time re-

quired to recover the credit consumed by Vcl[k] (t) is calculated by Vcl[k] (t) % %

P;l

which by adding Vcl[k] (t) we obtain Vcl[k] (t) x (1 + Zi’”l . Therefore, the term
P;,l

for calculating the contribution of multiple headers dliie to the ST preemption
should be modified, proving the lemma. B

10.6.3 ST and Non-ST Interference Interactions

In this subsection, we consider the interference of ST when there is interaction
with all non-ST frame interference, including the same-priority interference.

Lemma 10.6.2. The WCRT of m; in link | in the presence of ST interference,
higher-priority AVB traffic interference, lower-priority blocking, and same-
priority interference in the critical instant candidate I'[k] is calculated as fol-
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lows:
L(z) _
STRT') =
l l,(CE—l)
Wiy (STRTSGY)
S (10.20)
v (STRTZ.’(x_l))x 1+ max | Lot ZHL
[ irclH] oh

+HPI. + LPI' + SPI. + C;

Proof. Alongside the three cases of ST interference in the interaction be-
tween ST and same-priority interference, we must incorporate two additional
cases: (i) when an ST frame preempts a higher-priority frame, and (ii) when
an ST frame preempts a lower-priority frame. However, The ST preemption of
the frame under analysis and the case with no preemption have already been
discarded as worst-case scenario candidates in Lemma 10.6.1, thus they will
not be analyzed again.

To prove Lemma 10.6.2, we will refer to the example in Fig. 10.5, where we
analyze the three new candidates of maximum interference due to preemption:
(a) same-priority preemption by an ST frame, (b) lower-priority preemption by
an ST frame, and (c) high-priority preemption by an ST frame. These figures
illustrate the worst-case response time of an AVB Class B frame m; under the
three scenarios. In this example, the frame under analysis m; with C; =4 tu is
interfered with by another same-priority frame with the same frame size (C' =
4 tu) and an ST frame with C' =5 tu, taking into account the guard band and
frame size. Also, we will consider one higher-priority queue (AVB Class A),
and we will assume that there are constantly higher- and lower-priority frames
queued for transmission in the output port, with a maximum frame size of C'
=4 tu in both cases. Moreover, for simplicity, the credit slopes of both AVB
Classes (ajSAJ, O‘EA,Z’ aj{,B’l, and a;,B,l) are assigned a value of 0.5, and the
header is assigned a value of 1 tu.

According to the eligible interval approach, non-ST interference is con-
strained by the maximum achievable credit of the AVB Class of the frame un-
der analysis, which can be calculated through Egs. (10.6) and (10.7). Eq.(10.6)
further categorizes the contributions into two parts: one dependent on the



Paper C 23

4w 4w 45t 1ty 1+3=5w 4w

1

Max Lower AVB Class B Max AVB ST frame + AVB Class B 1
Priority Frame. Frame Class A Frame Extra Header Guard band Frame (m;) 1
1

.
3
2

AVB Class A H

AVBClassB _ |
Credit

31t 3ty 30t

(2) ST preemption of the same-priority frames. (b) ST preemption of the lower-priority frames () ST preemption of the higher-priority frames

Fig. 10.5: Example of worst-case ST preemption with lower and higher priority
traffic interference.

+
. . . (o4
lower-priority interference, LPI ﬁ = O x (1 + Cf_‘”), and another one
’ H,1

min
CRy;

corresponding to the higher-priority interference, HPI i = Since

O,
VVCZ[M (t) does not affect the credit, it does not affect the maximum achievable P;
credit. However, the extra headers Vcl[k] (t) can affect the maximum achievable
credit. In cases where ST preemption affects same-priority traffic, as shown
in Fig. 10.5(a), the extra headers do not affect the maximum credit, as the cu-
mulative credit over the same-priority interference is zero, as demonstrated in
Lemma 10.6.1. Conversely, if the largest lower-priority frame (C’ﬂll‘”) is pre-
empted, as shown in Fig. 10.5(b), its size is increased by Vcl[k} (t). According to
the eligible interval analysis, in the worst-case scenario, all credit accumulated
due to C'"/** in the highest priority AVB classes, i.e. C'/"" X O‘ﬁ,z’ will be con-
sumed by higher-priority classes before higher-priority interference starts. This

implies that if frame C]"/* is preempted by ST, its duration will be increased

by Vcl[k] (t), resulting in an additional delay experienced by frame m; equal to

VL (1) x <1 + “f?_il).
clk] gy
Lastly, preempting the higher-priority frames does not produce the worst-
case scenario. The higher-priority interference contribution, according to the
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eligible interval analysis and Eqgs. (10.6) and (10.7), involves a summation of

X XH L.
Oy x ;J , where a}ij is always less than or equal to 1. If ST preempts
v H, 1 H,1

a higher-priority frame, it implies an increase in C;} by VCZW (t), leading to

ag .
its contribution to the delay being Vcl[k] (t) x —22 < Vcl[k] (t). Considering

W]

«

that (1 + T) corresponding to ST preemption of same-priority frames and
P;,

Ap. 1

+
<1 + ?”) corresponding to ST preemption of lower-priority frames are al-
H,1
ways greater than 1, ST preemption of higher-priority frames does not produce

the WCRT. In conclusion, the WCRT of frame m; occurs either when ST pre-

empts the same-priority traffic, increasing the delay by Vcl[k] () x (1 + ziz‘,l ) ,
Pyl
or when ST preempts the largest lowest-priority frame, increasing the de-

+
lay by Vcl[k] (t) x <1 + Zg’i), depending on which preemption leads to the

. . . ap ; af .
biggest delay, i.e. depending on max <af’l , Cﬁ”) Therefore, we obtain
P;,l M,

Ve (t) x <1—|—max (Oép” aﬁ”)) [ |
c[k] O‘}ti,l ’ ag
Finally, recall that to obtain the WCRT of m; in link [ it is necessary to
select the largest response time among all critical instant candidates through

Eq. (10.17) where STRT; for link [ and critical instant candidate I'[k] is cal-
culated by Eq. (10.20).

10.6.4 Multi-hop Calculation

Finally, since the analysis is compositional in the sense that a frame passing
through every hop is buffered, we sum the ST WCRTli of each link in the path
from the source to the destination of the frame under analysis m; and add the
e factor for each traversed switch. This factor represents the delay suffered by
the frame from being received at the input port of the switch to being enqueued
in the TSN queue at the output port. The WCRT for frame m; is calculated in
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Eq. (10.21)

WCRT, = Y STWCRT} + (|£i] — 1) x €
I=1,...,| L]

(10.21)

where, STWCRT i is determined by Eq. (10.17), which relies on the calcula-
tion of STRT ;;, by Eq. (10.20). Finally, Wl (¢), Vi, (), HPI, LPI}, and
SPI% are computed using Egs. (10.13), (10.14), (10.3), (10.6), (10.7), respec-
tively. The compositional structure of the WCRTA allows for its application
even when certain delay sources are absent (i.e., their contribution is zero).
Therefore, by considering all potential sources of delay, the WCRT can be ac-
curately determined. However, note that each contribution in the formula is
not independent. For instance, when quantifying ST interference, the interac-
tion with other traffic types is considered, including the effect of extra headers
on credit consumption or accumulation. Consequently, each component in the
equations (STI, HPI, SPI, and LPI) accounts not only for the contribution of
the specific traffic type (e.g., ST traffic) but also for the cumulative effect of all
types of interference as a result of the interactions of that type of traffic with
them.

10.7 Experimental Setup

This paper uses an Evaluation Toolset (ETS) to evaluate the proposed WCRTA.
The ETS comprises a comprehensive suite of integrated tools tailored for con-
ducting automated experiments focused on the scheduling and schedulability
analysis of TSN networks. This section explains the used ETS, including the
modifications made specifically for this paper. The configuration of the ETS
used for this study is shown in Fig. 10.6. The input for the ETS consists of the
network’s configuration, involving its topology and traffic characteristics.

We consider two network topologies, as shown in Figs. 10.7 and 10.8, fol-
lowing a line-star topology. This topology is adequate for the analysis, as the
only missing element that could impact the results is the presence of loops.
However, since some of the compared WCRTASs do not support circular depen-
dencies, this element has been excluded to ensure a fair comparison. Network
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Fig. 10.6: Evaluation Toolset configuration.

N1 consists of a compact network with 2 switches, each with 10 end-stations,
while network N2 presents a larger network with 5 switches and 4 end-stations
connected to each switch. These network topologies are the input to the ETS.

To maintain manageable experiment durations, the network bandwidth was
set to 100Mbps. This choice also ensures that the maximum allowed 100 frames
can consistently reach the target utilization in almost every link. The frame
length was selected from the range [500,1500] Bytes. Minimum and maxi-
mum allowed periods were set at 2000us and 100004, respectively. Note that
the number of frames generated can vary depending on the maximum allowed
utilization of the links. For example, running an experiment that limits link
utilization to 10% of the bandwidth will generate fewer frames than running an
experiment that allows up to 90%.

The ETS starts with the Network Generator generating random traffic based
on the topology and the traffic characteristics used as input. We enforced the
distribution of 25% of the traffic being ST and 75% being AVB Class A and
AVB Class B. For the experiments, the BE class and lower AVB priorities than
class B were omitted due to limitations in the compared WCRTAs. We also
evaluate the performance of the compared WCRTAs across various network
utilizations, ranging from 5% to 60% for the small network and from 5% to
45% for the large network. We conducted 100 traffic generations for each uti-
lization, making 2100 experiments. Each experiment involved analyzing up to
100 frames, resulting in the analysis of almost 210,000 frames.

The generated traffic is mapped into the different TSN traffic classes (ST,
AVB Class A, and AVB Class B) in the next step, i.e., in the Mapping Tool
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Fig. 10.8: Experimental network topology N2.

(Fig. 10.6). The ST traffic will be scheduled using an existing heuristic al-
gorithm [2]. Note that any other scheduling algorithm for ST traffic can be
utilized, and a recent survey [17] identified their various features and character-
istics. We selected a heuristic algorithm as it provides a good trade-off between
fast and feasible results.

The AVB traffic and the ST schedule are used as input for each of the com-
pared WCRTAs. In Fig. 10.6, WCRTA Busy Period (BP) and WCRTA Im-
proved Busy Period (IBP) are the WCRTA based on busy period analysis [11],
before and after removing the optimism introduced in Lemmas 1 and 2, respec-
tively. WCRTA Network Calculus (NC) corresponds to the WCRTA imple-
mented in Network Calculus [19], while WCRTA Eligible Interval (EI) repre-
sents the analysis proposed in this paper, i.e., the WCRTA based on the eligible
interval extended with the new ST interference calculation and multi-hop be-
haviors. All WCRTAs were configured with both AVB Classes’ credit slopes
(O‘ItA,l’ a;A’l, O‘JFF’B,Z’ and O‘;’B,l) set to 0.5, which divides the available band-
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width equally between AVB Classes A and B corresponding to the experimen-
tal setup distribution of the AVB traffic. Additionally, a switch traversal factor
e of O was used for a fairer comparison since some analyses do not consider
this factor.

Finally, the WCRTAs are compared using two methods. First, the schedula-
bility of each WCRTA is determined for each bandwidth utilization. This com-
parison consists of calculating the percentage of generated networks that meet
their time requirements according to each WCRTA. Second, the pessimism ra-
tio between each previous WCRTA and the one proposed in this paper is cal-
culated for each bandwidth utilization. Specifically, for each AVB-generated
frame m;, the pessimism ratio of WCRTA X to WCRTA EI is computed as
follows.

. . WCRTX;
Pessimism Ratio; = WTEIZ (10.22)

This value illustrates how much pessimism is reduced by our proposed analysis
(WCRTA EI) compared to the analysis named by X (BP, IBP, NC). Using this
ratio, a pessimism ratio below 1 shows how much the proposed WCRTA is pes-
simistic compared to the previous analysis. Whereas, the ratio above 1 shows
how much the proposed analysis in this paper performs better with respect to
reducing pessimism compared to the existing WCRTA.

Due to the random traffic generation and the extensive number of experi-
ments conducted, we can confidently assert that these experiments do not bias
any specific WCRTA. Therefore, the results accurately reflect the performance
differences among the compared WCRTAs.

10.8 Results

This section presents the outcomes derived from the experiments outlined in
Section 10.7. We assess the schedulability of the networks in relation to the
bandwidth utilization percentage. To this end, we compare the additional pes-
simism introduced by the existing WCRTAs (WCRTA BP, IBP, and NC) in
relation to the WCRTA EI proposed in this work.
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Fig. 10.9: Schedulability of the WCRTAS in network N1.
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Fig. 10.10: Schedulability of the WCRTAs in network N2.

10.8.1 Schedulability Comparison

Figs. 10.9 and 10.10 depict the percentage of schedulability achieved by each
evaluated WCRTA with respect to the bandwidth utilization for N1 and N2,
respectively. Note that the results for WCRTA BP and IBP overlap on the
graph.

These graphs illustrate how the WCRTA introduced in this study consis-
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Fig. 10.11: Pessimism Ratio of the AVB Class A traffic of WCRTA BP and IBP
in the networks N1 and N2.

tently outperforms all prior WCRTAs in terms of schedulability despite the
optimism present in one of them. The proposed WCRTA EI exhibits up to 90%
higher schedulability compared to the WCRTAs BP and IBP based on busy pe-
riods with and without optimism and up to 25% higher schedulability at certain
utilization levels, when compared to the WCRTA NC based on the Network
Calculus model. Additionally, it is noteworthy that, despite the reduction in
network schedulability with an increase in network hops (Fig. 10.10), the pro-
posed WCRTA EI still demonstrates better performance than the previous so-
lutions in terms of schedulability. All WCRTAs show zero schedulability after
25% network utilization for N1 and after 15% network utilization for N2. This
is due to the accumulation of delays over multiple hops, a source of pessimism
that is not in the scope of this work.

10.8.2 Additional Pessimism Comparison

In this subsection, we examine the WCRTSs of only schedulable configurations
as the analysis is deadline-constrained, i.e., the WCRT exceeding the deadline
may not be correct.
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Fig. 10.12: Pessimism Ratio of the AVB Class B traffic of WCRTA BP and IBP
in networks N1 and N2.

Fig. 10.11 illustrates the pessimism ratio between the WCRTSs of the AVB
Class A traffic provided by WCRTA BP and IBP compared to WCRTA EI on
networks N1 and N2. As can be seen, WCRTA BP shows better results (pes-
simism ratio lower than 1) compared to WCRTA EI. This is due to the optimism
we identified in WCRTA BP, which shows an incorrect WCRT for class A traf-
fic. After solving the optimism, shown as WCRTA IBP, both WCRTA IBP and
WCRTA EI have identical values for WCRT of class A traffic. The figure shows
how much optimism existed in the analysis based on the busy period [11] for
class A traffic.

On the other hand, Fig. 10.12 depicts the pessimism ratio of AVB Class B
traffic between WCRTAs BP and IBP compared to WCRTA EI for networks
N1 and N2. As anticipated, despite WCRTA BP exhibiting optimistic ST inter-
ference, the pessimism associated with WCRTAs BP and IBP for AVB Class B
traffic far surpasses that of WCRTA EI, potentially resulting in WCRTSs tenfold
higher. This discrepancy explains to a large extent the low schedulability of
WCRTASs BP and IBP shown in Figs. 10.9 and 10.10.

Figs. 10.13 and 10.14 illustrate the pessimism ratio between the WCRT's
of AVB Class A traffic provided by WCRTA NC compared to WCRTA EI on
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Fig. 10.14: Pessimism Ratio of the AVB Class A traffic of WCRTA NC in
network N2.

networks N1 and N2, respectively. These figures demonstrate that WCRTA NC
yields WCRTSs around 1.1 times larger than those achieved through WCRTA EI,
resulting in an additional pessimism of approximately 10-15%.
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Fig. 10.16: Pessimism Ratio of the AVB Class B traffic of WCRTA NC in
network N2.

Similarly, Figs. 10.15 and 10.16 show the pessimism ratio of AVB Class
B traffic provided by WCRTA NC compared to WCRTA EI for networks N1
and N2, respectively. The results show an additional pessimism of around 10-
15%, depending on the network size. The higher WCRT values provided by
WCRTA NC account for its lower schedulability compared to WCRTA EI in
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Figs. 10.9 and 10.10.

Finally, upon comparing the outcomes of WCRTAs BP and IBP with those
of WCRTA NC, it becomes evident that the latter exhibits higher schedulability.
This is primarily attributed to the fact that, while WCRTA BP and IBP display
lower pessimism in the WCRT of AVB Class A traffic, the considerably higher
pessimism in the WCRT of AVB Class B traffic significantly hampers their
effectiveness.

10.9 Conclusion

For the successful adoption of Time-Sensitive Networking (TSN) in industry,
developing an increasingly accurate and less pessimistic Worst-Case Response
Time Analysis (WCRTA) is crucial. In this paper, we thoroughly reviewed ex-
isting WCRTAs, evaluating their strengths, weaknesses, and potential errors.
Based on this examination, we introduced a novel WCRTA, for Audio-Video
Bridging (AVB) traffic, that eliminates the optimism found in some prior works
and yields less pessimistic results compared to the existing counterparts. No-
tably, our WCRTA demonstrated a reduction of around 15% in pessimism com-
pared to the WCRTA based on the Network Calculus model [19] and around
100% improvement compared to the WCRTA based on busy period analy-
sis [11]. The results provide strong evidence that our proposed WCRTA offers
a better solution for meeting TSN’s time requirements.
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Abstract

Time-Sensitive Networking (TSN) is a set of standards with significant indus-
trial impact potential, primarily due to its ability to integrate multiple traffic
types with different requirements, offering great network flexibility. Among
these traffic types, Audio-Video Bridging (AVB) stands out for its real-time
guarantees and dynamic scheduling. In order to guarantee a specific set of AVB
frames meet their timing requirements a Worst-Case Response Time Analysis
(WCRTA) is essential. Unfortunately, current WCRTAs are often overly con-
servative, failing to guarantee schedulability for TSN systems operating even
under low bandwidth conditions. This limits the practical usefulness of these
analyses. Since TSN utilizes a multi-hop architecture, most WCRTAs analyze
each link independently and then add the contributions. This compartmental
analysis introduces pessimism, particularly when calculating the interference
caused by other AVB frames with the same priority as the frame under analysis.
In this paper, we address this issue by refining the Same-Priority Interference
(SPI) calculation, leading to a significant improvement in the schedulability of
WCRTASs and, consequently, the overall efficiency of TSN networks.
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11.1 Introduction

Time-Sensitive Networking (TSN) has become one of the most relevant sets
of standards for the industry. Among its many features, TSN enables Ether-
net to integrate diverse traffic types with different characteristics and require-
ments simultaneously, providing significant network flexibility. This flexibility
is achieved through TSN’s three traffic classes: Scheduled Traffic (ST), Audio-
Video Bridging (AVB) traffic, and Best-Effort (BE) traffic. AVB traffic is par-
ticularly valued for its real-time guarantees and adaptability. This is made pos-
sible by mechanisms such as the Credit-Based Shaper (CBS) and the Stream
Reservation Protocol (SRP) described in the IEEE Std 802.1Q [1], which sup-
port online scheduling through bandwidth reservations and dynamic traffic con-
figuration. However, while ST traffic is scheduled offline and guarantees its
time requirements by construction, and BE traffic does not have real-time guar-
antees, to ensure that AVB traffic meets its timing requirements a Worst-Case
Response Time (WCRT) Analysis (WCRTA) is required.

Since TSN operates on a multi-hop architecture, most existing WCRTAs
analyze each link independently and aggregate the contributions along the path
from source to destination. This approach of compartmental link analysis in-
troduces unnecessary pessimism, especially when calculating the interference
caused by same-priority frames, i.e. the interference caused by other AVB
frames with the same priority as the frame under analysis. In this paper, we im-
prove the Same-Priority Interference (SPI) calculation by considering the inter-
actions between the input and output links of a switch. This refinement leads to
a tighter analysis with reduced pessimism, resulting in improved schedulability
and greater efficiency in TSN.

Contributions: In this paper, we focus on analyses that account for ST
traffic, with and without preemption of non-ST traffic (i.e., AVB and BE), as
this configuration is the most commonly used. However, any analysis that cal-
culates the WCRT from source to destination can benefit from the enhanced
STI calculation presented here. Therefore, we limit our scope to analyses that
evaluate the WCRT across the entire path from source to destination. Specifi-
cally, we apply our solution to the analysis based on eligible intervals [4], as it
is one of the most recent and has demonstrated significantly lower pessimism
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compared to earlier approaches, such as the WCRTA based on busy period [11]
and the one based on Network Calculus [16], which meet the criteria for be-
ing considered in this paper. To the best of our knowledge, these are the only
three AVB WCRTAs in the literature that consider ST interference and preemp-
tion according to the standards and compute the WCRT from the source to the
destination. The concrete contributions in this paper are as follows:

* First, we identify a source of pessimism arising from the independent
analysis of the output ports and their links, without considering the input
links of the switch.

» Next, we extend the analysis to consider the input and output links at the
switches, leading to a refined calculation of the SPI.

* Finally, we compare the improved SPI computation with results obtained
using the WCRTAs that meet the properties considered in this paper,
i.e. ST interference, both with and without preemption, and source-to-
destination results.

Outline The paper is organized as follows. Section 11.2 describes the
different mechanisms and features of TSN considered in this paper and Sec-
tion 11.3 reviews the related works. Then, Section 11.4 defines the system
model, while Section 11.5 summarizes the WCRTA based on the eligible inter-
val, and Section 11.6 presents the pessimism problem identified in the previous
analysis. Section 11.7 extends the analysis through an improved SPI calcula-
tion. Finally, Section 11.8 presents the experimental setup, Section 11.9 shows
the results, and Section 11.10 concludes the paper.

11.2 TSN’s Shapping Mechanisms and Features

In TSN, frames exchanged between end-stations are transmitted over paths
composed of Ethernet links and TSN switches. The output ports of these
switches and end-stations incorporate traffic-shaping mechanisms that support
the various TSN traffic types. Specifically, each output port on both TSN end-
stations and switches is equipped with up to 8 First-In-First-Out (FIFO) queues,
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each corresponding to one of the 8 priority levels available in TSN. Depending
on the queue configuration and the integrated traffic-shaping mechanisms, each
queue is assigned to handle one of the three TSN traffic types (ST, AVB, or
BE). Each traffic type can utilize one or more of the available priorities, and
thus, queues, resulting in multiple ST priorities and potentially multiple AVB
and BE classes. For instance, the network can be configured to include three
AVB classes (AVB class A, B, and C), each class having a lower priority than
the previous one.

Fig. 11.1 illustrates a simplified 4-queue output port, comprising one ST
queue, two AVB queues (Class A and B), and one BE queue. The following
sections will provide a more detailed explanation of each TSN traffic shaper
and their respective configurations.

11.2.1 Time-Aware Shaper

ST traffic is scheduled offline, ensuring fully deterministic transmission with
zero jitter. To enforce this schedule, TSN utilizes the Time-Aware Shaper
(TAS) mechanism, which assigns each queue a gate that can either be opened
or closed. The gate’s state is governed by the Gate Control List (GCL), a cycli-
cally repeating list that specifies, at the nanosecond level, how long each gate
remains open or closed. The cycle length is determined by the hyper-period of
the ST frames transmitted through the corresponding output port, specifically
the least common multiple of the periods of the ST frames passing through the
gate. This characteristic of ST traffic is a limitation, as certain period combi-
nations may cause an excessive increase in the GCL duration, which makes the
use of AVB traffic interesting even for periodic frames.

When the gate is open, traffic from the queue can be transmitted, while
a closed gate blocks transmission. The period during which the gate remains
open is referred to as the transmission window . TSN also supports configuring
ST traffic to preempt non-ST traffic, meaning that the transmission of a non-
ST frame is temporarily halted and resumed after the ST frame has completed
its transmission. Additionally, TAS can be configured to prevent the start of a
new frame transmission if there is not enough time left until the gate closes to
complete the transmission. However, this configuration will not be considered
in our analysis, as it is rarely implemented in commercial switches.
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Fig. 11.1: Example of TSN output port.

For the transmission of an ST frame, the frame must reside in the desig-
nated queue, and its gate must remain closed until the scheduled transmission
time. Before this time, all other queue gates are closed, during a certain time
interval, to prevent interference. This time interval, when all gates are closed,
is called the guard band. The size of the guard band depends on whether TSN
is configured with or without preemption of non-ST traffic by ST frames. With
preemption, the guard band must be at least the minimum preemptable frame
size (124 bytes). Without preemption, the guard band must be larger than the
maximum TSN frame size (1518 bytes). Omitting the guard band would intro-
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duce jitter in the transmission of ST frames. This jitter would be equivalent to
the transmission time of the minimum preemptable frame size with preemption
or the whole non-ST frame without preemption. Finally, the ST queue gate
opens precisely at the scheduled transmission time, allowing the frame to be
transmitted as scheduled. This mechanism is referred to as HOLD/RELEASE
in the standards.

Fig. 11.1 provides an example with two ST frames (1 and 4). For simplic-
ity, this example excludes guard bands and preemption. According to the GCL,
these frames are scheduled for transmission at times TO and T3, respectively.
These transmission windows are marked by the dashed vertical lines in the fig-
ure. As shown, at TO, the ST gate is open while all other gates are closed,
ensuring interference-free transmission of frame 1. Between T1 and T3, the ST
gate is closed, and the other gates are open, allowing non-ST traffic to be trans-
mitted. At T3, the ST gate is reopened, and the other gates are closed, enabling
the transmission of frame 4 without interference. Finally, the ST gate closes
again, and the non-ST gates open to allow the transmission of the remaining
non-ST frames.

11.2.2 Credit-Based Shaper

While ST is transmitted on a precise, fixed schedule without jitter, its reliance
on offline scheduling reduces its flexibility and limits its effectiveness in ac-
commodating other types of traffic, such as event-triggered traffic. Addition-
ally, the computational cost of obtaining a schedule rises considerably as the
number of frames increases, potentially making scheduling infeasible or im-
practical in some scenarios. This is where AVB traffic proves advantageous, as
it maintains real-time properties without being bound by the strict constraints
of fixed scheduling.

To support real-time properties for AVB traffic, TSN employs the CBS
mechanism. CBS restricts the maximum bandwidth percentage that a queue
can utilize, ensuring that lower-priority queues receive a guaranteed minimum
bandwidth allocation. In CBS, each AVB queue has a designated credit, which
accumulates when an AVB frame is awaiting transmission or the credit is nega-
tive and is consumed while the queue is transmitting frames. Credit replenish-
ment and consumption rates are defined by the terms idleSlope and sendSlope,
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respectively. A queue can transmit only when its credit is zero or positive, and
its credit is frozen if the gate is closed.

In the example in Fig. 11.1 a single frame (frame 2) is allocated to the
higher-priority AVB queue, while the lower-priority AVB queue holds two
frames (frames 3 and 6), and the BE queue contains one frame (frame 5). At
time T1, following the transmission of the ST frame, both AVB queues become
eligible for transmission. The strict priority mechanism then selects the higher-
priority AVB queue, resulting in the transmission of frame 2. During this trans-
mission, the credit of the higher-priority AVB queue is consumed, while the
credit of the lower-priority AVB queue is replenished as it awaits transmission.

At T2, the higher-priority AVB queue, now with negative credit, becomes
ineligible for transmission. The lower-priority AVB queue is then selected,
leading to the transmission of frame 3. Similar to T1, the credit of the active
AVB queue is consumed during frame 3’s transmission, while the credit for the
higher-priority AVB queue is replenished.

At T3, another ST frame is transmitted, closing the gates of the AVB queues
and freezing their credits. By T4, both AVB queues have negative credit, al-
lowing the BE queue to transmit, even though a higher-priority AVB frame is
awaiting transmission. Finally, at TS5, the lower-priority AVB queue’s credit
reaches zero, permitting the transmission of the last frame (frame 6). Note that
BE traffic lacks any timing requirements. Therefore, it can only transmit when
its gate is open and no higher-priority frames are eligible for transmission.

11.3 Related Work

Since the introduction of the AVB standard in 2011, numerous works have tack-
led the challenge of analyzing its WCRT. These approaches are commonly clas-
sified into three main categories: busy period analysis, eligible interval analysis,
and Network Calculus modeling.

Busy period analysis identifies the critical instant that produces the WCRT.
Diemer et al. [9] pioneered AVB WCRT analysis based on this approach, al-
though it was limited to a single output port and AVB queue, without account-
ing for ST interference. Later, in [10], they extended their work to handle two
AVB queues (class A and class B) but remained constrained to a single output
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port and still omitted ST interference. In the more recent work of Lo Bello et
al. [11], the authors present an AVB WCRTA based on busy period analysis that
considers interference across multiple AVB classes and incorporates ST inter-
ference with and without preemption, as well as lower-priority frame blocking.
This analysis also includes multi-hop calculations, extending the analysis from
source to destination rather than limiting it to a single output port. However, it
remains limited to two AVB classes (Class A and B).

The second approach, eligible interval analysis, defines the time interval in
which each frame becomes eligible for transmission. The WCRT of a frame
is calculated by analyzing the maximum interference it encounters over this
interval. One of the earliest analyses of this type was introduced by Bordoloi
et al. [2]. Cao et al.[6, 5, 7] later extended this work and formally introduced
the term eligible interval, showing that the WCRT of an AVB frame depends
solely on the maximum achievable credit of its AVB class, which is bounded
and computable. This approach reduces WCRT pessimism compared to busy
period analysis and applies to any number of AVB classes. However, it excludes
ST interference and remains restricted to single output ports. Maxim et al. [14]
extended the previous works to address ST interference without preemption.

The third approach employs Network Calculus, a mathematical framework
for performance analysis in communication networks, to calculate the maxi-
mum delay, or WCRT, each frame can experience. Zhao et al. [17, 16] present
a Network Calculus-based AVB WCRTA, allowing WCRT calculations from
source to destination for multiple AVB queues with ST interference, both with
and without preemption. Nevertheless, Network Calculus faces limitations
when analyzing loop networks with circular dependencies and enforces equal
bandwidth allocation for AVB classes across all links, reducing configuration
flexibility. Other Network Calculus-based WCRTAs exist but were not included
in this review due to limitations. For instance, [15] proposes a WCRTA tai-
lored to a specific configuration with a single transmission window per traffic
type and restrictions preventing concurrent AVB class A and B transmissions,
limiting the CBS arbitration capabilities.

Finally, Bujosa et al. introduced a WCRTA in [4] that combines busy pe-
riod and eligible interval analyses. This analysis, together with the proposals
presented in [17], and [11], are the only ones that satisfy the requirements of
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this work, specifically providing source-to-destination WCRT calculations with
the consideration for ST interference both with and without preemption. Due to
its superior performance, we apply our improvement to the WCRTA proposed
in [4] and compare the results with the previous WCRTA. Comparisons with
the analysis based on busy periods are omitted, as the WCRTA combining busy
periods and eligible intervals is an extension of it.

11.4 System Model

This section provides network and system models required for the response
time analysis.

11.4.1 Network model

Connections between any end-station and any TSN switch, as well as between
two TSN switches, are established through links represented by [. The TSN
ports operate in full-duplex mode, meaning that input and output operations are
isolated. As a result, reception and transmission on the same physical port do
not interfere with each other. Consequently, each physical port corresponds to
two links: one for transmission and another for reception. Additionally, the
duration from the reception of a frame at a TSN switch port to its queuing into
the output port queue is unique to each TSN switch, denoted as €. For the
purposes of this analysis, the link delay attributed to the wire and its physical
characteristics is considered negligible, while the overall network bandwidth,
represented by BW, remains consistent across all network links. Lastly, for
AVB traffic of priority X on a link [, the credit replenishment rate (idleSlope)
is designated as a}l, the credit consumption rate (sendSlope) is denoted by

o’y ;> and the credit value for traffic in priority X on link [ is represented as
CRx .

11.4.2 Traffic model

We adopt a real-time periodic model for all types of traffic in TSN networks.
This model defines a stream as a sequence of frames that share common at-
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tributes, including source and destination addresses, periods, and deadlines.
Accordingly, a collection of N streams is characterized as follows:

F:{mZ(CZ,’TZ,DZ,P“LZ,OZ)‘Z:1,,N} (111)

Within this model, C; denotes the transmission time of a frame of the stream
my;, which is determined by the frame size and the network bandwidth. Note
that the Ethernet frame header is included in the frame transmission time Cj,
with the header transmission time indicated as v. This value is treated as con-
stant and independent of frame type. For the ST, the guard band is included in
C; when necessary; notably, when multiple ST frames are transmitted sequen-
tially without gaps between them, only the initial frame requires a guard band.
Furthermore, T; and D; represent the period and relative deadline of the frames,
respectively. We assume a constrained deadline model, meaning D; < T;. It
is important to note that AVB traffic classes can be initiated either periodically
or sporadically. In cases of sporadic transmissions, 7; signifies the minimum
inter-arrival time, i.e. the shortest time between two frames of the stream m;.
The priority of a stream is indicated by P; € P. The highest priority is assigned
to ST, the lowest to BE, and all intermediate priorities are allocated to AVB. In
this context, ST priority is denoted as P, BE priority as Ppp, and AVB prior-
ities as {P € P | Psy > P > Ppg}. Additionally, L and H represent the sets
of non-ST streams with lower and higher priority than m;, respectively. Since
a frame may traverse multiple links, the set of n links that m; passes through is
specified by £; = {£;(0),...,L;(n)}.

Offsets are utilized to fit ST streams into the transmission schedule. The
offset for each ST frame is defined per link, and the collection of offsets for
all links traversed by m; is given by O;, for example, O; = {Of} We assume
that the offsets are predetermined, as the scheduling of ST streams is beyond
the scope of this paper. Previous studies, such as [3], have already addressed
this topic. It is important to note that AVB streams do not have defined offsets;
thus, for AVB frames, O; is represented as an empty set, i.e., O; = {0}.

In this model, we consider the TSN configuration where ST frames can
preempt non-ST frames. This means that some frames may experience inter-
ruptions during transmission, which will be resumed later. Additionally, ST
frames that arrive at a switch will remain in the output queue until their trans-
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mission window is activated. Specifically, traffic classes can be categorized as
express or preemptable. In our system model, ST streams are classified as ex-
press, while all other classes are preemptable. This implies that the guard band
can be set to 124 Bytes, representing the non-preemptable segment of any non-
ST frame. This value indicates the maximum duration a preemptable frame
(non-ST frame) can block an express frame (ST frame). This configuration is
typical for TSN when all traffic types are considered, i.e. ST, AVB, and BE.

Lastly, when an ST frame preempts a non-ST frame, it resumes transmis-
sion with a new header. Thus, if a frame is preempted and divided into two
segments, the second segment will also have a header, resulting in two head-
ers needing to be accounted for. This has implications for the analysis of AVB
traffic.

11.5 Worst-Case Response Time Analysis

This section offers an in-depth overview of the WCRTA based on eligible in-
tervals [4]. As previously outlined, this WCRTA takes into account the in-
terference from higher-priority streams, which encompasses ST interference
with preemption and higher-priority AVB interference, same-priority interfer-
ence, and blocking from lower-priority frames, including lower-priority AVB
and BE. Furthermore, it considers the contributions of multi-hop behavior, pro-
viding the WCRT from the source to the destination.

11.5.1 WCRTA overview

The WCRTA based on busy periods and eligible intervals considers various
sources of delay that an AVB frame of stream m; may encounter on link [
and adds them in a compositional way. First, since all queues in TSN operate
on a FIFO basis, the transmission of a frame is contingent upon the preced-
ing frames in the same queue. Consequently, the source of delay arises from
interference with same-priority traffic, represented as SPI i Secondly, higher-
priority AVB frames can interfere with lower-priority AVB frames, indicated
by HPI é, although this interference is somewhat limited due to the CBS. Fur-
thermore, since AVB classes are non-preemptive, if frames from lower-priority
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classes are currently being transmitted, the AVB frame must wait for the entire
transmission duration. This results in blocking caused by lower-priority traffic,
denoted as LPI ﬁ Finally, the ST, via the TAS gates and according to the estab-
lished schedule, can block the transmission of any AVB or BE queue. Given
that the schedule is not uniform, it is essential to identify this interference, de-
noted as ST7 ;C[k], for all critical instant candidates I'[k] which correspond to
the beginning of each transmission window of each frame k of each ST stream ¢
on link /. In summary, to compute the WCRT of any AVB frames in the critical
instant candidate I'[k], one must consider the contributions from ST, higher-
priority AVB traffic, same-priority AVB traffic, and lower-priority traffic (both
lower-priority AVB and BE). Thus, for a frame of stream m; traversing link [
at the critical instant candidate I'[k], the WCRTZ.{C[,C] is expressed as:

WCRT} g = STI, 4g + HPI, + SPI} + LPI} + C; (11.2)

Once the WCRT for a frame of m; in link [ is determined for each potential
critical instant candidate I é[l{], the WCRT of a frame of stream m; in link [ is
established by identifying the maximum response time across all critical instant
candidates. This means that the interference for each critical instant candidate
must be assessed, and the highest value should be chosen as follows:

l !
WCRT; = vxnr;%(k{ WCRTLC[H} (11.3)

Finally, since the analysis is compositional, where a frame is buffered as
it passes through each hop, we sum the WC’RTﬁ for each link along the path
from the source to the destination of the frame m; and add the e factor for each
switch crossed. This factor accounts for the delay incurred by the frame from

its reception at the switch’s input port until it is queued in the TSN output port.
The overall WCRT for frame m; is computed as follows:

WCRT; = Y WOCRT,+ (|£;] —1) x € (11.4)
I=1,...,| L]

In the subsequent subsections, we will discuss the worst-case scenarios for
each of the components that contribute to the WCRT for an AVB frame m; on
link /.
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11.5.2 Same Priority Interference

As outlined in [4], the delay experienced by an AVB frame of stream m; on
link /, when subjected solely to interference from same-priority traffic, i.e.,
sp(m;) = {m;|P; = P;,j # i}, is determined based on a basic FIFO schedul-
ing approach. However, due to the behavior of the CBS, it is essential to ac-
count not only for the transmission time of each same-priority frame C';, but
also for the time needed to recover the credit consumed by those interfering
frames. When only same-priority traffic is involved, the credit level cannot
be bigger than 0, as that would imply interference or blocking from other
traffic classes. Thus, same-priority frames can only be transmitted when the
credit reaches 0. These frames will consume C; X ap, , credit, which needs

to be replenished over a duration of C; x Zgi for the credit to replenish
to 0, allowing for the transmission of the next frame in the queue. Conse-
quently, the total interference is the sum of the transmission time of the inter-
fering frames and the time required to restore the credit consumed by each of
these frames. In the worst-case scenario, a frame may be interfered with by
all same-priority streams. However, given that the analysis operates under a
deadline-constrained model, only one frame of each same-priority stream in
the FIFO queue can interfere with the frame under analysis if all frames sat-
isfy their deadlines, as discussed in the context of the Controller Area Network
(CAN) [8]. In this way, similar to most analyses with constrained deadlines, the
results lack reliability if any frame misses its deadline according to its WCRT.
Therefore, the interference from same-priority frames on m; of class P; on link

[ is computed using Eq. (11.5).

! Ap,1
SPIL= Y Cjx (1 + = (115)

Vm;Esp(m;),i#j
/\lELj
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11.5.3 Higher-Priority AVB Interference and Lower-Priority
Blocking

While higher-priority AVB interference and lower-priority blocking represent
distinct contributions, the authors in [7] demonstrated that these delay contri-
butions correspond to the time required to achieve the maximum credit CR"%*
for the AVB class of the analyzed stream m; of priority F;, expressed as:

HPI. + LPI. =

(11.6)

The authors also established that CR;", and consequently HPI Ly LPr,
remains bounded provided that the total bandwidth assigned to P; and all
higher-priority queues H = {H € P|ST > H > P;} does not surpass the
available bandwidth, i.e.:

> ap % < BW[%). (11.7)

VPEHUP;

Given these conditions, the non-ST interference HPI' 4 LPI! experienced
by a frame can be computed as follows:

CRE!
l l iy
HPI, + LPT} = ——Fe
“ri (11.8)
max aﬁJ C mzn '
= C 14+ —
Qg O‘H,z

where C"/'"* represents the size of the largest frame from all lower-priority

queues L = {L € P|L < P;} and CRJ"" is the minimum value that the
combined credit of the highest priority queues can achieve on link /. This latter
value is computed recursively as follows:

CR?I?Zf{Hl, GHp =
—max(ag, x CF7 — CRE™y, ), (11.9)

ma[l' min
aHl X C CRH Hn, )
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11.5.4 Scheduled Traffic Interference

As proven in [11], the starting time of each ST transmission window within
the hyper-period must be considered as a critical instant candidate. Since every
link has its unique hyper-period denoted as €2;, and the hyper-period for a set of
frames is determined by the least common multiple of their respective periods,
the specific instances relevant for assessing the ST interference of the frame
m; € ST onlink | € £; are defined as:

_

L={k-1DT;+ 0} :k=1,...,n, n T,

(11.10)

After identifying all potential critical instants throughout the hyper-period
for link /, the phase difference between each ST frame in m; € ST and each
potential critical instant I'[k] is calculated. These phase differences represent
the offsets that different ST frames m; would exhibit if the beginning of the
hyper-period coincided with the critical instant candidate of frame & of stream
m. € ST. For further details and supporting proofs, please refer to [12].

ol g = (O — IL[K]) mod T; (11.11)

Finally, for every critical instant candidate I'[k], the ST interference expe-
rienced by an AVB frame over time ¢ is expressed as:

(bl'ck: t_q)l'ck
o £ (%] [0
J J

ViEST NEL;

Additionally, AVB traffic may be preempted by each interfering ST frame,
leading to the transmission of additional headers. Therefore, for every pre-
emption caused by an ST frame, the added interference attributed to the header
size v must be accounted for. Furthermore, these additional headers will con-
sume credit that requires replenishment. Depending on whether the preemp-
tion affects a same-priority frame or a higher-/lower-priority frame, it will be
weighted according to Eq. (11.5) or Eq. (11.8), respectively. In the worst-case
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scenario, the higher of the two cases will be selected, resulting in Eq. (11.13).

P! t— ol

RO Q yc[li . { acmD .
c[k] . .
VjeST NeL, 7 7

- +
Qp, 1 Ay
X 1 + max —x T —
Qp, 1 Qg

Consequently, the maximum ST interference that an AVB frame from
stream m; can encounter on link [ at instant I[k] over time ¢ is computed in
Eq. (11.14), which represents the total interference from ST and the additional
headers resulting from preemption.

(11.13)

STIIC[’C] (t) = Wcl[k} (t) + Vcl[k} (t) (11.14)

In this manner, the response time of an AVB frame queued at the output port

of link [ during the critical instant candidate I'[k], represented as WCRT"®)

i,c[k]’
is iteratively calculated as follows:
Li(z) _ ! l,(x—1)
WerT!) =stily, (WerT! V) + L

HPI. + SPI' + LPI. + C;.

The iteration starts with WCRTli’(O) = HPI' + SPI' + LPI. + C; and

clk]
concludes when WCRT} ) = WCRT!( Y.

11.6 Problem Formulation

In most WCRTAs and the analysis presented in Section 11.5, a frame may
be interfered with by one frame from each stream of the same priority under
the assumption of constrained deadlines. However, this scenario can occur
only at the transmitter’s output port. In order to be interfered by all same-
priority frames, those must arrive at the transmission queue simultaneously,
just before the arrival of the frame under analysis. This situation is plausi-
ble at the talker’s transmission queue, where applications may attempt to send
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frames concurrently, utilizing parallel resources. However, such simultaneous
arrival of frames is unlikely at the switches, as frames are received sequen-
tially through input ports. Consequently, frames of the same priority require
reception times determined by the transmission rate non-null, leading to some
frames being forwarded while the remaining frames are still being received. As
a result, the maximum number of same-priority interferences will be less than
or equal to the total number of frames of the same priority.

Reception of n frames

Input l [

port . AQueuing of n frames
€ -
Queue ;
Output . m;
J
port . ~

.
i Transmission of n-1 frames
H

Fig. 11.2: WCRT of an AVB frame with a single input and output port and a
single priority through traditional WCRTAs.

To analyze the problem, we will examine an extreme scenario involving a
single switch with one input and output links. This switch receives and trans-
mits traffic associated with a single AVB priority, i.e. all frames received are
same-priority frames. Specifically, n streams of identical size C' and period
T are processed. Additionally, since all traffic is assigned the same priority,
100% of the bandwidth will be allocated to this priority, resulting in no credit
recovery time. Fig. 11.2 shows the WCRT of a frame as calculated using the
existing WCRTAs. In this figure, the horizontal lines represent the evolution of
the input and output ports, along with the AVB queue. According to conven-
tional analysis, one frame from each same-priority stream, including the frame
under analysis, arrives almost simultaneously through the input link (indicated
by the downward arrow). Consequently, by the time the frame under analysis
is queued (indicated by the vertical dashed line), the n — 1 preceding frames
will have already entered (indicated by the upward arrow), resulting in a delay
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of n x C. However, a closer examination of the switch’s actual behavior re-
veals a different outcome, as illustrated in Fig. 11.3. This figure demonstrates
that the reception of the n frames takes a finite amount of time, which the out-
put link utilizes to retransmit those same-priority frames. Consequently, when
the frame under analysis reaches the AVB queue, no same-priority frames are
available for interference, leading to a delay of C, i.e., a delay n times smaller
than the obtained through traditional WCRTA.

Reception of n frames

r 0
Input vy *"*"* y M

port A “
€ "

Queue +
Output - m;
port ~ ‘I.

Transmission of n-1 frames |
1

Fig. 11.3: WCRT of an AVB frame with a single input and output port and a
single priority.

In the upcoming section, we will conduct a detailed analysis of the max-
imum same-priority interference that an AVB frame may encounter, reducing
the pessimism of the calculation significantly.

11.7 Proposed Solution

This section outlines the main contributions of our work, presenting the lemmas
and proofs that lead to the calculation of the maximum SPI.

The key concept in calculating the maximum SPI is to determine the min-
imum time the queue of the frame under analysis can transmit same-priority
traffic before the frame under analysis’ arrival time to the queue.

We begin the proof by analyzing the case without blocking or interference
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from other traffic types. Subsequently, we examine the interactions with other
traffic to determine how they affect the calculation of the maximum SPI.

11.7.1 SPI without Blocking nor Interference from other Classes

To calculate the minimum time a queue can transmit in the absence of blocking
and interference, two key aspects must be considered. First, we need to deter-
mine the minimum time required to receive all same-priority frames, with the
frame under analysis being the last to be received. In the worst-case scenario,
this represents the maximum time the output queue can transmit same-priority
frames that would typically interfere with the frame under analysis.

Definition 11.7.1. The Minimum Reception Time (MRT) is the shortest dura-
tion required to receive a set of frames across one or more communication links,
considering transmission times and any dependencies between the frames, such
as credit recovery in the case of AVB traffic.

Second, it is essential to calculate the minimum elapsed time between any
two frames of the same stream. If the interval between a frame of a same-
priority stream and its predecessor is very short, it could result in the transmis-
sion of the preceding frame occurring during the reception time of the same-
priority frames. This situation limits the transmission of same-priority frames
that could interfere with the frame under analysis. A detailed analysis of this
scenario is provided below.

Definition 11.7.2. The Minimum Time Separation (MTS) is the shortest time
interval that must elapse between the completion of a frame’s transmission on
a link and the start of the subsequent frame’s transmission from the same stream
on the same link.

Lemma 11.7.1. The minimum time necessary to receive the same priority
frames as the frame under analysis (including the frame under analysis of
stream m;) through link {U'|3L ;(z) = I' & Lj(x+1) = I} that will be retrans-
mitted by link l, referred to as Minimum Reception Time ( MRT?’I ) is calculated
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as follows:
<:( 3 Cj)— mar (11.16)
Vmj€sp(m;)
INRESI
/ ap CRZA,
MRT} =max | ¢ x |1+ 20 ) - =Bl e (11.17)
P P
where Cp'j7 = max (C5).

ij Esp(mi)/\l,l’GLj

Proof. In the worst-case scenario, assuming no blocking nor interruptions,
frames are received sequentially with an inter-frame interval that corresponds
to the time required to recover the credit consumed during the transmission
of each frame, as outlined in Section 11.5 and demonstrated in [6, 5, 7], i.e.:

vajesp(mi) C; x (1 + zfl/) Conversely, as illustrated in Fig. 11.3, the
AL EL; Pyl
frame reception time for the transmission queue spans from the conclusion of
the first frame’s reception to the completion of the last frame’s reception. Con-
sequently, when calculating the total reception time, it is essential to exclude
both the transmission time of the first frame and the credit recovery time of
the last frame. In order to ensure a minimum frame reception time, the ex-
cluded times must be maximized. This is effectively equivalent to omitting the
transmission and credit recovery time associated with the largest frame, de-
noted as Cg“l”f, from the MRT?’Z calculation. Additionally, the credit at the
start of samelpriority frame reception will be the maximum achievable by the
queue, meaning that any credit already accumulated prior to transmission must
be excluded from the credit recovery calculation, i.e. —ﬁ. However, this
reduction in credit recovery time cannot result in a receptioﬁ time shorter than

the duration required to receive all same-priority frames, i.e. (. W

In this regard, the minimum time necessary to receive all the same prior-
ity frames as the frame under analysis (including the frame under analysis of
stream m;) that will be forwarded by link [ is calculated as follows:

MRT! = max(MRT"™) (11.18)
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Fig. 11.4: WCRT of an AVB frame with a single input and output port and a
single priority considering stream’s previous frames.

During MRTﬁ, the link [ can forward part of the same-priority traffic. How-
ever, a portion of this time might be used for transmitting previous frames of
these same-priority streams. Figure 11.4 illustrates an extreme case where,
just before the reception of each same-priority frame on the input link (frames
1..n,1), a previous frame of the same stream is sent through the output link
(frames 1’..n’,¢"). This scenario consumes nearly all the MRT i time in trans-
mitting previous frames of the same-priority streams.

In this context, we must calculate the minimum temporal distance between
two consecutive frames of the same stream. This calculation will determine
whether a same-priority frame arriving at the queue before the frame under
analysis could have a previous frame of the same stream transmitted during
MRT@. Specifically, we are interested in the temporal distance between the
end of the transmission, including the recovery of the credit of a frame on link
[, and the start of the transmission of the next frame of the same stream on the
same link .

Lemma 11.7.2. The Minimum Temporal Separation (M TS; ) between the end
of the transmission, including the recovery of the credit of a frame of stream m;
on link [, and the start of the transmission of the next frame of the same stream
on the same link | occurs when one frame experiences the WCRT across the set
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of links Lé- = L;(0),...,L;(x) = I, and the subsequent frame experiences the
Best-Case Response Time (BCRT). This separation is calculated as follows:

ap;

l l I
MTS} = Dj + (|£5] = 1) x Cj = Cj x —= = > WCRT)
Pj,l v[//efé
(11.19)

Fig. 11.5 shows a diagram of the M TSé» calculation.

Period m;
e

WCRT; , WCRT;), WCRT;, BCRT,;, BCRT,;, BCRT; ,
MTSiH
MTSj,l2

Fig. 11.5: Minimum temporal separation between two consecutive frames of
the same stream.

Proof. First, since the time difference includes the same number of
switches (|Lé\ — 1), we can exclude the € factor of the switches from the cal-



Paper D 23

*pi

. l//
culation. On the other hand, D; — C; x = +{ - Z WCRT calculates the
7 owirect

time between the worst-case transmission plus the replenishment of the credit
on link /" and the end of the period, while (|£ é |—1) x Cj calculates the best-case
reception time of a frame by the output queue of link . By combining both val-
ues we obtain the minimum temporal distance between two consecutive frames
of the same stream, i.e. MTSé-. |

Note that the transmission of same-priority streams before the arrival time
of the frame under analysis does not apply to the first link in the path of the
frame under analysis, i.e., £;(0). For the first link, we will use the pessimistic
assumption from the previous analysis (Fig. 11.2) since we cannot guarantee
that the transmitter end-station application will not attempt to send all same-
priority frames simultaneously. Consequently, it is also unnecessary to consider
the MT: Sé- of frames that share the same source as the frame under analysis.
Due to the constraint deadline condition, all their previous frames should have
already been received by the time the transmission of the frame under analysis
begins.

Lemma 11.7.3. The minimum time the link | will be able to transmit same-
priority traffic as the frame under analysis m; (M TTé ) is:

MTT: =

ap (11.20)
I_:“l , min <MTS§-)
Qp VmjE€sp(m;)
AL (2)=L4(y)=l
NL;(0)#£4(0)

min | MRT} — CP%* x

Proof. Firstly, in the absence of previous frames from streams of the same
priority as the frame under analysis, the minimum time that link / can transmit
traffic of the same priority as the frame under analysis m; is MRTﬁ minus the

. . . . a7
time necessary to recover the minimum credit of /, denoted as C3" X af’l

’ Pyl
This is because, in the worst-case scenario, we assume that at the beginning of
the MRT é, the credit is at its minimum, thereby limiting the transmission ca-

pacity of same-priority frames during the MRT%. When same-priority streams
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with different sources converge on the path of the frame under analysis, part of
the MRTé will, in the worst case, be allocated to the retransmission of preced-
ing frames.

For a frame to interfere with the frame under analysis, it must arrive at least
just before the frame under analysis. Furthermore, Lemma 11.7.2 demonstrates
that there is a minimum time interval between a frame and its predecessor. Con-
sequently, in the worst-case scenario, the frame with the minimum M7TS é will
have arrived just before the frame under analysis, implying that its predecessor
frame was transmitted through link [ at least M TS? time units earlier. If the

minimum MTS", is bigger than MRT} — C24% x zf’l then link [ will be able
19 ',l

P’L
ap,
to transmit same-priority traffic during the whole M TS; — OB % agi ; oth-

1

erwise, previous frames of stream m; leaves only M TSé- for the transmission
of frames that may interfere with the frame under analysis. Bl

Lemma 11.7.4. In the absence of blocking and interference from other priori-
ties, the transmission time of same-priority traffic M TT% results in a reduction
of SPI equivalent to its value, provided that it is either greater than or equal to
0 or less than or equal to SPI.

Proof. During M TT% in the absence of blocking and interference from

+
. .. «@ . . . .
other priorities, at least M TTé X # same-priority frames will be for-
Pyl Pyl

warded, leading to a SPI delay reduction of

+ —
Q. A p
Xox 2 f1y ) = x (11.21)
ap T ap p, |

of the frame under analysis. Consequently, M TTﬁ- corresponds to SPI compo-
nent reduction. Ml
Therefore, the maximum SPI, assuming no blocking or interference, is:

NewSPI\ = SPI' — min <max (MTTﬁ, 0) , SPIﬁ) (11.22)
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11.7.2 SPI with Blocking and Interference from other Classes

The new analysis is divided into two phases: phase 1 (P1) corresponds to the
transmission of same-priority frames (M TT%) occurring before the reception
of the frame under analysis, while the second phase (P2) corresponds to the
blocking and interference affecting the frame under analysis after it has arrived
at the transmission queue.

Lemma 11.7.5. Any blocking or interference affecting link | during P1 has the
same effect as if it had occurred during P2.

Proof. Blocking or interference affecting link / during P1 will reduce the
M TTﬁ transmission of same-priority frames by a certain amount of time. This
reduction increases the NewSPI ﬁ (Eq. (11.22)) by the same amount, up to a
maximum of MTT! as demonstrated in the proof of Lemma 11.7.4. B

As demonstrated in [7], the maximum blocking and interference from non-
ST traffic experienced by the transmission queue, provided there is pending
traffic, is defined by Eq. (11.6). Additionally, while same-priority traffic con-
tinues to accumulate in the transmission queue and until the frame under anal-
ysis is transmitted, the queue will consistently contain traffic, thus keeping the
maximum levels of non-ST blocking and interference as in Eq. (11.6) for the
combined phases P1 and P2. In other words, non-ST blocking and interference
remain the same regardless of the phase in which it occurs (P1 or P2) and are
therefore independent of the improvement.

On the other hand, it is necessary to account for the STI during M TTﬁ.

Thus, when computing the WCRT ig]z] in Eq. (11.15) using the new SPI value

(i.e., NewSPI from Eq. (11.22), the MT Té value should be added to calculate

the STI. After obtaining WCRT ig% iteratively, the MTT ﬁ value would then

be subtracted again, as M TTé occur before the reception of the frame under

()

equivalent to calculating the WCRT% as in the previous analysis (Eq. (11.3))
and subsequently subtracting M TTli, 1e.

analysis and, therefore, do not count for the WCRTi. calculation. This is

newWCRT! = WCRT! — min <max (MTT@, 0) , SPIﬁ) (11.23)
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However, MTT! depends on MTS é which depends on newWCRT!.
Therefore, we will start by calculating WCRT'! and MRT" for all AVB frames.

Next, we will calculate new WCRTi’(O) without considering M TS é for all AVB

frames. Finally, we iterate using the formula
newWCRTY™) = WCRT!
; L (z—1) . (11.24)
— min (max (MTTi (newWCRT ’ ) ,O) ,SPIi>

i

for all AVB frames until new WCRT i’(x) = new WCRTE’(‘%D for all frames.

Once this is achieved, we calculate WCRT); as in Eq. (11.4) by substituting
WCRT! with new WCRT!.

11.8 Experimental Setup

This study utilizes the LETRA Evaluation Toolset [13] to assess the proposed
SPI enhancement. LETRA is an extensive suite of integrated tools designed for
automated experiments, focusing on the scheduling and schedulability analysis
of TSN networks. This section outlines the LETRA configuration used in this
research, including specific modifications made for this study. The configura-
tion is depicted in Fig. 11.6. The input for the evaluation toolset includes the
network’s configuration, encompassing its topology and traffic characteristics.

We examine two network topologies, illustrated in Figs. 11.7 and 11.8,
which follow a line-star topology. This topology is suitable for our analysis, as
the only missing element that could affect the results is the presence of loops.
However, since some of the compared WCRTAs do not support circular depen-
dencies, loops were excluded to ensure a fair comparison. Network N1 consists
of a compact network with 2 switches, each connected to 5 end-stations, while
Network N2 features a larger network with 5 switches, each connected to 2
end-stations. These topologies are part of the LETRA input.

To keep experiment durations manageable, the network bandwidth was set
to 100 Mbps. This setting ensures that the maximum allowed 300 frames can
consistently reach the target utilization on nearly every link. Frame lengths
were chosen from the range [500, 1500] B. The minimum and maximum al-
lowed periods were set at 10,000 us and 30,000 us, respectively.
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Fig. 11.6: LETRA configuration.

LETRA begins with the Network Generator, which creates random traf-
fic based on the provided topology and traffic characteristics. We enforced a
traffic distribution of 5% ST and 95% AVB Class A and Class B. For the ex-
periments, the BE class and AVB priorities lower than Class B were omitted
due to limitations in the compared WCRTAs. We evaluated the performance
of the WCRTAs across various network utilizations, ranging from 5% to 45%.
We conducted 100 traffic generations for each utilization level, resulting in 900
experiments. Each experiment involved analyzing up to 300 frames, totaling
nearly 270,000 frames.

In the next step, the generated traffic is mapped into the different TSN
traffic classes (ST, AVB Class A, and AVB Class B) using the Mapping Tool
(Fig. 11.6). The ST traffic is scheduled using an existing heuristic algorithm [3],
although any other ST scheduling algorithm could be used. We chose a heuris-
tic algorithm for its balance between speed and feasibility.

The AVB traffic and the ST schedule serve as inputs for each of the com-
pared WCRTAs. The WCRTAs compared are: the WCRTA based on busy
period and eligible interval (BPEI) from [11], the WCRTA based on Network
Calculus (NC) from [16], and the WCRTA with improved SPI (ISPI) proposed
in this paper, which extends the BPEI method with a new SPI calculation.
All WCRTAs were configured with AVB Classes’ credit slopes (ozj{,A,l, p, 1>
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Fig. 11.7: Experimental network topology N1.

O
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Fig. 11.8: Experimental network topology N2.

aItB’ j»and ap ) set to 0.5, equally dividing the available bandwidth between
AVB Classes A and B, in line with the experimental setup. Additionally, a
switch traversal factor € of 0 was used to ensure a fair comparison, as some
analyses do not consider this factor.

Finally, the WCRTAs are compared using two methods. First, the schedula-
bility of each WCRTA is determined for each bandwidth utilization, calculated
as the percentage of generated networks that meet their time requirements ac-
cording to each WCRTA. Second, the pessimism ratio between each previous
WCRTA and the one proposed in this paper is calculated for each bandwidth
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utilization. Specifically, for each AVB-generated frame m;, the pessimism ratio
of WCRTA X to WCRTA ISPI is computed as follows:

~ WCRT X,
Pessimism Rathl = m (1 125)

This value demonstrates the extent to which our proposed SPI improve-
ment (WCRTA ISPI) reduces pessimism compared to the analyses named X,
specifically BPEI and NC. A pessimism ratio below 1 indicates an increase in
pessimism in the SPI calculation, while a ratio above 1 indicates the degree to
which the proposed SPI improvement reduces pessimism.

Given the random traffic generation and the large number of experiments
conducted, we can confidently state that these experiments do not favor any par-
ticular WCRTA. Consequently, the results accurately reflect the performance
differences among the compared WCRTAs under the specified topologies and
traffic characteristics. Although the improvement over WCRTA BPEI is an-
alytically validated, ensuring the improvement over WCRTA NC in all TSN
topologies and traffic configurations is more challenging due to the inherent
differences between the analyses.

11.9 Results and Discussion

This section presents the results of the experiments described in Section 11.8.
We begin by presenting the schedulability results of the three WCRTAs (BPEI,
NC, and ISPI) across the two network topologies for the various utilization
percentages. Following this, we analyze the additional pessimism observed in
WCRTA BPEI and NC compared to WCRTA ISPI, as this higher pessimism
contributes to their lower schedulability.

11.9.1 Schedulability Results

Figs. 11.9 and 11.10 illustrate the schedulability percentages achieved by each
evaluated WCRTA across different bandwidth utilizations for networks N1 and
N2, respectively.

The results clearly demonstrate that the WCRTA incorporating the im-
proved SPI calculation introduced in this study, consistently outperforms the
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previous WCRTAs in terms of schedulability. Specifically, the proposed
WCRTA ISPI achieves up to 90% higher schedulability compared to WCRTA
BPEI and up to 40% higher schedulability at certain utilization levels when
compared to WCRTA NC. It is also important to highlight that, despite the
general decrease in network schedulability with an increase in network hops

(Fig. 11.10), the proposed WCRTA continues to exhibit superior performance
over the previous solutions.

11.9.2 Additional Pessimism

Figs. 11.11 and 11.12 illustrates the additional pessimism observed in the
WCRTA BPEI and NC compared to the WCRTA ISPI across all analyzed net-
works and utilization. The figures show box plots formed using the pessimism
ratios of all the frames analyzed for each schedulable utilization percentage.
It is important to note that the WCRT values are only valid for schedulable
networks, as the studied WCRTASs are based on the constrained deadline con-
dition. Therefore, if any frame misses its deadline, the WCRT value becomes
unreliable. The x-axis represents different utilization percentages, while the
y-axis indicates the pessimism ratio. A horizontal dashed line is included at
a pessimism ratio of 1, serving as a reference point. Values above 1 signify
greater pessimism in previously proposed WCRTAs compared to the proposed
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Fig. 11.11: Additional pessimism observed in the WCRTA BPEI compared to

the WCRTA ISPI across all analyzed networks and utilizations.

solution, whereas values below 1 indicate that the proposed solution introduces
more pessimism relative to the previously compared WCRTA (BPEI or NC).
The figure clearly demonstrates that, in all cases, the BPEI and NC WCRTAs
exhibit greater pessimism than the WCRTA ISPI, which accounts for the higher
schedulability of the latter.
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11.10 Conclusion

Reducing pessimism in current Audio-Video Bridging (AVB) Worst-Case Re-
sponse Time Analysis (WCRTA) is crucial for enhancing the practicality of
Time-Sensitive Networks (TSN) and, consequently, its adoption by the indus-
try. This paper addresses one of the primary sources of pessimism in existing
analyses: the Same-priority Interference (SPI). We demonstrate that in TSN,
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AVB frames do not need to be interfered with by all same-priority frames at
each switch, but rather by a smaller subset of them. This significant reduction
in pessimism leads to an increase in the schedulability of the analysis when
using the improved SPI calculation, compared to those that do not incorporate
this improvement.
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Abstract

In order to facilitate the adoption of Time Sensitive Networking (TSN) by
the industry, it is necessary to develop tools to integrate legacy systems with
TSN. In this paper, we propose a solution for the coexistence of different time
domains from different legacy systems, each with its corresponding synchro-
nization protocol, in a single TSN network. To this end, we experimentally
identified the effects of replacing the communications subsystem of a legacy
Ethernet-based network with TSN in terms of synchronization. Based on the
results, we propose a solution called TALESS (TSN with Legacy End-Stations
Synchronization). TALESS can identify the drift between the TSN commu-
nications subsystem and the integrated legacy devices (end-stations) and then
modify the TSN schedule to adapt to the different time domains to avoid the
effects of the lack of synchronization between them. We validate TALESS
through both simulations and experiments on a prototype. We demonstrate
that thanks to TALESS, legacy systems can synchronize through TSN and even
improve features such as their reception jitter or their integrability with other
legacy systems.
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12.1 Introduction

Since the creation of the IEEE Time Sensitive Networking (TSN) Task Group
(TG) in 2012, industry interest in TSN has continued growing. TSN seems to
be essential for the incipient Industry 4.0 [29] as well as of interest in various
areas such as automotive [21] and energy distribution [20]. The reason be-
hind this growing interest is that TSN establishes a set of standards to provide
deterministic zero-jitter and low-latency transmission, fault tolerance mecha-
nisms, and advanced network management, allowing dynamic reconfiguration,
precise clock synchronization, and flexibility in traffic transmission. The lat-
ter property is particularly relevant to the industry’s adoption of TSN. This is
so because the flexibility in the traffic transmission allows the transmission of
different types of traffic over the same physical links, which enables the mi-
gration of all kinds of legacy traffic to TSN. Thereby, most legacy devices and
implemented solutions could be kept, reducing adoption time and costs.

Furthermore, most current networks are composed of different sub-
networks with different communication protocols to meet their specific require-
ments. This hinders communication between sub-networks and, therefore, their
integrability. Moreover, this increases the complexity of the overall network
due to the use of different technologies, cabling redundancy, etc. Thanks to the
TSN’s flexibility in traffic, it is possible to combine different types of traffic in
the same network, facilitating the communication and integration of the sub-
networks. This integration can be done in different ways, such as through the
use of gateways. However, this would not allow sub-networks to take advan-
tage of other TSN features, such as higher bandwidth or low jitter. Therefore,
we propose to replace the communications subsystem of the legacy network
directly, i.e., the set of devices exclusively responsible for communication, ex-
cluding the end-stations, with TSN but in such a specific way that the legacy
end-stations can maintain their behavior and communication protocols (includ-
ing their legacy synchronization protocol) agnostic to the change.

This approach improves the integrability of the different legacy systems
and allows them to benefit from the advantages of TSN. For example, in recent
years, the automotive industry has witnessed a substantial surge in complexity,
driven by growing interest in vehicle automation. This complexity extends to
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the embedded networks within vehicles, as an increasing number of devices
require increasing exchange of information with diverse and demanding tim-
ing requirements. Modern vehicles can now integrate hundreds of devices
across various communication networks, with certain devices featuring mul-
tiple output ports for coordinating actions across different network layers like
multimedia, data transmission, and comfort control. Integrating these networks
through TSN offers a solution to reduce system complexity significantly. This
integration streamlines manufacturing and maintenance processes and facili-
tates the addition of new devices to enhance functionality. Other benefits could
be weight reduction and access to TSN advantages for both new and legacy
devices, including fault-tolerance mechanisms and zero-jitter reception. This
transformation paves the way for achieving unprecedented levels of automation
and meeting previously unattainable requirements for legacy systems. How-
ever, certain types of TSN traffic, such as Time-Triggered (TT) traffic, require
the path from the source to the destination, including all switches in the net-
work, to be synchronized to have a common time view. This is because TT
traffic is transmitted according to a fixed time schedule that needs to be known
and respected by all network components. This requirement is not fulfilled in
many industrial networks where non-TSN nodes (end-stations in TSN termi-
nology) do not feature TSN synchronization mechanisms and may be unable to
support them due to their hardware or software limitations.

For instance, in the automation pyramid depicted in Figure 12.1 [4], it can
be seen how it is composed of the Field, the Supervisory Control And Data
Acquisition (SCADA), and the Enterprise levels. Each of these levels entails
distinct temporal constraints, data transmission volumes, and varying numbers
of components, among other factors. Traditionally, this has been addressed us-
ing several networks with different characteristics connected through gateways
with limited inter-network connectivity like PROFINET [11], EtherCAT [14],
or Sercos [24] (Industrial Ethernet) for real-time traffic at the lower levels of
the pyramid and Ethernet for higher levels of the pyramid. However, thanks to
TSN, this separation is no longer necessary, as a single network can handle all
types of traffic. Nonetheless, in an established factory, the cost-effectiveness of
replacing all end-stations with TSN end-stations may not be cost-effective. Ad-
ditionally, each sub-network mentioned above employs a distinct synchroniza-
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tion protocol, none of which may be the Generalized Precision Time Protocol
(gPTP) [2] used in TSN. Moreover, a recent study has quantified, in terms of
loss of transmitted frames, the impact caused by mixing in the same network
components that use different synchronization protocols [8]. Figure 12.2 de-
picts the number of frames lost over time in a heterogeneous network, wherein
legacy end-stations synchronized through a legacy synchronization protocol
other than gPTP communicate over a TSN network. These results highlight
the need for a mechanism capable of harmonizing the different synchroniza-
tion mechanisms that can coexist in a heterogeneous TSN network.

For the remainder of the paper, we will use the term legacy network for
each original network, i.e., before replacing its communications subsystem
with TSN. On the other hand, the term legacy end-stations will be used in refer-
ence to any node of any legacy network that has been integrated by replacing its
communications subsystem with TSN, while the term legacy system will refer
to the set of end-stations that were initially part of the same legacy network and
are synchronized through its own legacy synchronization protocol, thus sharing
a common time view. Figure 12.3 illustrates the terminology introduced with
a diagram. It shows how two legacy networks, one with bus topology (Legacy
Network 1) and one with ring topology (Legacy Network 2), are integrated into
a single TSN network. This network is formed by the TSN communications
subsystem and by two legacy systems, which in turn are created by the set of
legacy end-stations from the legacy networks.
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Fig. 12.2: Loss of frames per unit of time due to positive clock drift.

The critical piece for achieving the above-indicated integration of the
legacy end-stations with the new TSN communication subsystem is a novel
mechanism we propose in this paper. This mechanism is called TALESS (TSN
with Legacy End-Stations Synchronization), and it is devised to prevent the
negative effects resulting from the lack of synchronization between the TSN
communications subsystem and the legacy systems integrated with it. TALESS
transparently improves network performance without requiring modifications
to legacy systems. To achieve this, rather than synchronizing the end-stations
with TSN, which would necessitate modifications to the software or hardware
of these devices, we tailor the TSN schedule to accommodate the unique time
domains of each legacy system integrated into the TSN network. As we will
see in Section IV, the main consequence of the lack of synchronization is clock
drift, which is the root cause of the adverse effects. Clock drift causes two
clocks to progress at different rates, leading to a clock skew, i.e. an accumu-
lated discrepancy over time [15]. Figure 12.4 visually illustrates this behavior.
Regarding frame transmission and reception, traffic drift refers to the variance
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Fig. 12.3: Terminology used in the integration of legacy networks in TSN.
Integration of two legacy networks, Legacy Network 1 with a bus topology
and Legacy Network 2 with a ring topology, into a single TSN heterogeneous
network combining two legacy systems consisting of the legacy end-stations
from the two legacy networks.

between a frame’s real transmission or reception period and its scheduled one,
whereas traffic skew denotes the temporal disparity between the expected or
scheduled reception time of a frame and its actual reception time. In this con-
text, TALESS does not aim to remove the drift between the TSN clock and the
legacy system clocks, but rather to eliminate the effects of this drift by adapting
the TSN schedule.

This approach allows legacy systems to maintain their distinct time do-
mains while benefiting from the enhancements offered by TSN, ensuring seam-
less operation without compromising its previous functionality and potentially



Paper E 7

Clock Drift Clock Skew

R ————
Period Clock 1

—_—
Period Clock 2

Fig. 12.4: Clock Drift and Clock Skew.

improving it. Preventing any modifications in the legacy end-stations makes
TALESS a general solution that allows applying the proposed integration ap-
proach on any TSN network where several Ethernet-based legacy systems com-
municate with different communication protocols. On the one hand, we vali-
date it using a model that simulates long executions (1 year) of a communica-
tion network. This model simulates the behavior of the TSN network with and
without TALESS for different types of legacy end-station transmissions. On
the other hand, we implement TALESS in a network prototype by which we
experimentally validate the solution and verify both the implementation and its
simulation model. However, in our experiments, we amplified certain clock pa-
rameters of the legacy system to magnify the effects of the solution and thereby
be able to demonstrate its behavior in a reasonable run-time.

Contributions. As indicated, among the different requirements for inte-
grating legacy systems into a TSN network, an essential aspect is clock syn-
chronization. Maintaining proper communication behavior among devices is
needed, especially if these devices require TT traffic transmissions. Thus, the
main target of this paper is to develop a mechanism to avoid the adverse ef-
fects of carelessly putting together legacy systems with TSN in terms of clock
synchronization. The main contributions of this paper are as follows:

* We identify problems caused by the lack of synchronization through ex-
periments on a network prototype.

* We propose a mechanism named TALESS to remove the effects of lack
of synchronization when including legacy systems into a TSN network.

* We model TALESS to validate the effectiveness of the proposed solution
in a simulation environment with realistic network values.
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* Finally, we implement TALESS in a network prototype to experimentally
showcase its impact on utilizing legacy systems in a TSN network. We
also compare the experiment results with the simulation model to verify
the implementation and the simulation.

Outline. The paper is organized as follows. Section 12.2 presents the re-
lated work. Section 12.3 provides the necessary background to understand this
paper better. Section 12.4 presents the effects of carelessly including legacy
systems into a TSN network in terms of clock synchronization. Section 12.5
proposes TALESS. Section 12.6 presents the simulation model and experimen-
tal setup used to validate TALESS, while Section 12.7 presents the results ob-
tained from both the simulations of the model and the experiments on the pro-
totype. Finally, Section 12.8 concludes the paper and presents future directions.

12.2 Related Work

One of the most crucial aspects of TSN technology is clock synchronization.
However, to our knowledge, no work has provided a solution to the adverse ef-
fects caused by the lack of synchronization in heterogeneous TSN networks that
combine one or more Ethernet-based legacy systems through a TSN commu-
nications subsystem. On the contrary, most studies aim to integrate TSN with
wireless and 5G networks. For example, a low-overhead beacon-based time
synchronization method was implemented to provide precise synchronization
in wireless networks in highly deterministic TSN networks, as outlined in [13].
Other research has focused on extending IEEE 802.1AS and IEEE 802.11 to en-
able TSN integration with wireless networks, as described in [5] and [19]. The
challenges of integrating Wired TSN and WLAN technologies and a possible
solution in a hybrid TSN device architecture were discussed in [23]. More-
over, the study in [12] presented TSN clock synchronization that aligns with 5G
specifications. To solve cross-domain clock synchronization issues in 5G-TSN
networks, a method based on data packet relay was proposed in [9]. Finally,
the performance of 5G-TSN networks was also evaluated in terms of clock syn-
chronization in several works such as in [26, 25], and in [27].

On the other hand, limited research explores synchronization in heteroge-
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neous TSN networks, i.e., networks that incorporate TSN and non-TSN de-
vices. For instance, [30] presents a method for preserving synchronization
across TSN sub-networks connected through non-TSN switches. Their ap-
proach involves estimating the delays experienced by the synchronization mes-
sages passing through these devices and configuring TSN networks to minimize
these delays. In contrast, our work focuses on integrating legacy systems into a
single TSN network. Notably, there are even fewer studies addressing synchro-
nization between legacy end-stations and TSN. [7] presents one methodology
for integrating EtherCAT and TSN in terms of clock synchronization. How-
ever, this type of integration requires customized solutions for each integrated
protocol, which can pose a challenge to the broader adoption of TSN by the
industry. This is because designing and implementing these solutions take sig-
nificant time and resources, and compatibility between solutions can also be
demanding. Note that our approach differs from these solutions. In our pro-
posed TSN heterogeneous networks, legacy systems are not synchronized with
TSN, as they operate on distinct synchronization protocols. Instead, TSN ad-
justs to the clock timing of legacy systems to mitigate the negative impacts of
the lack of synchronization.

Regarding the integration of legacy systems, several papers have proposed
solutions for integrating TSN with different proprietary field buses. For exam-
ple, paper [28] proposes a migration method for SERCOS III into TSN. How-
ever, as the synchronization mechanisms of both protocols are incompatible,
the authors opted to adopt TSN’s gPTP on SERCOS III devices. Furthermore,
paper [17], also on integrating SERCOS III over TSN, limited the synchro-
nization and integration to be only between the master and the TSN network,
leaving the slaves disconnected to TSN. Regarding the integration of TSN with
PROFINET, in paper [22], the authors propose a new type of switch that allows
the mapping of PROFINET traffic on TSN. However, it does not prevent clock
drift between TSN and PROFINET end-stations with the possible adverse ef-
fects that this would entail. Finally, [6] and [31] introduce TSN schedulers
designed for unscheduled and unsynchronized legacy traffic exhibiting high
jitter. However, they are unable to guarantee zero-jitter reception and do not
consider clock drift. Both studies operate under the assumption of a constant
period for legacy frames. Nevertheless, due to drift, this assumption may not
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hold true from the perspective of TSN. All these TSN integration works with
different legacy systems could benefit from the solution proposed in this work
since synchronization limitations would be avoided.

In a work presented in [8], the authors implemented a non-TSN network
with its own synchronization protocols and replaced its communications sub-
system with TSN. The work preliminary identified the effects of the lack of
synchronization between the legacy system and the TSN network due to the
lack of integration between the synchronization protocols used by the legacy
system and the TSN’s gPTP. Through several experiments, authors detected the
causes and consequences of the network’s lack of synchronization in the short
and long term. However, the work was a short paper that merely suggested
uncertain and indeterminate solutions that lacked implementation and proper
validation.

12.3 Background

In TSN networks, communication between end-stations is achieved by trans-
mitting Ethernet frames along Ethernet links and TSN switches. In TSN
switches and end-stations, each output port has up to 8 FIFO queues, each
corresponding to one specific priority level. TSN frames are assigned to one
of the 8 priorities, or queues, configured as one of the 3 types of TSN traffic,
including TT, Audio Video Bridging (AVB), and Best-Effort (BE) traffic. TT
traffic is commonly given the highest priority, while BE traffic has the lowest
priority. Several queues can be configured as the same type of traffic, thus giv-
ing different classes, for example, AVB class A, B, and C. An illustration of
these concepts can be seen in Figure 12.5, which shows a TSN device (either
an end-station or switch) output port with four queues configured to convey two
TT traffic classes with the highest priority, one AVB traffic class with medium
priority, and BE traffic with the lowest priority. As we will discuss later, TT
traffic relies on the Time Aware Shaper (TAS) for transmission isolation, ensur-
ing zero blocking and interference, resulting in the transmission according to
the schedule with zero jitter. In contrast, AVB traffic utilizes both TAS to avoid
blocking TT traffic and CBS to restrict the maximum bandwidth for each AVB
queue, improving lower priority queues’ quality of service. Lastly, BE traffic
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Fig. 12.5: A TSN egress port with four FIFO queues: two TT queues, one AVB
queue, and one BE queue.

also utilizes TAS, hence it can transmit only when TT traffic is not transmitting
and after AVB traffic has utilized its allocated bandwidth since it has the lowest
priority.

Next, we explain three critical aspects of the background for this work.
First, we will introduce the TAS and the gPTP since they are the main mecha-
nisms responsible for TT transmission, which is the type of traffic most affected
by the lack of synchronization. On the other hand, we will explain the Cen-
tralized Network Configuration (CNC) element, a key component for TALESS
implementation. We will not delve deeper into CBS and the other traffic classes
(AVB and BE) as they are not relevant to this study, given their synchronization-
independent operation.
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12.3.1 Time Aware Shaper

To provide the determinism required by TT traffic and, therefore, to know ex-
actly when each TT frame is transmitted, TSN must be able to prevent inter-
frame interference. To do this, TSN uses the TAS mechanism shown in Fig-
ure 12.5. This mechanism assigns a gate to each queue that can be open or
close. The state of the gate is determined by the Gate Control List (GCL),
which specifies at the nanosecond level how long a gate should be open or
closed in a cyclically repeating list. If the gate of a queue is open, it can trans-
mit the traffic in the queue. Otherwise, the frames in that queue are blocked
from transmission. The opening period of a gate is called a transmission win-
dow or simply a window.

The operation of TAS for two TT queues is also depicted in Figure 12.5. In
this example, three TT frames with a period of 4 time units and transmission
time of 1 time unit are transmitted through a TSN switch port, where two of
the frames are assigned the highest priority 3 (green and red), and one frame
(blue) is assigned priority 2. The hyper-period, the least common multiple of
the frames’ periods, is calculated to schedule the transmissions. This value is
used to define the GCL cycle, which controls the transmission of the frames
by specifying the open or closed state of the gates associated with each priority
queue. Thus, the GCL cycle in this example is set to 4 time units; hence, the list
will be repeated every 4 time units. From time TO to T1, the gate for priority 3
queue is open, allowing the transmission of the red frame, while the gate for the
other queues remains closed. From T1 to T2, the blue frame, which has priority
2, can be transmitted as its gate is open. Both gates are closed between T2
and T3, resulting in no TT transmission but allowing lower priority queues to
transmit even if higher priority frames are waiting for transmission. Finally, the
gate for the priority 3 queue is open in the last transmission window, allowing
the transmission of the green frame. The bottom of Figure 12.5 displays two
cycles of frame transmissions, which shows the repetition of the GCL list.

12.3.2 Generalized Precision Time Protocol

The mechanism providing the TSN clock synchronization (gPTP) is described
in the IEEE 802.1AS standard. It consists of three main parts, including
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the Best Master Clock Algorithm (BMCA), the Propagation Delay Measure-
ment (PDM) mechanism, and the Transport of Time-synchronization Informa-
tion (TTI). BMCA determines the grandmaster clock, which is the reference
clock in the TSN network, and the hierarchy between the different TSN devices.
The PDM mechanism is used once the hierarchy is established to measure the
propagation delay between systems. Finally, the TTI mechanism is used to
forward the grandmaster time, which, together with the measured propagation
delay, synchronizes the other TSN devices updating their internal clocks.

This synchronization protocol can achieve a clock accuracy of tens of
nanoseconds. However, it has stringent software and especially hardware re-
quirements that, in most cases, legacy devices from Ethernet-based networks
cannot support. Firstly, the absence of gPTP implementation in legacy devices
poses a challenge, as modifying these devices implies high costs. Additionally,
TSN requires network interfaces with hardware clocks capable of timestamp-
ing transmission and reception times, a feature lacking in most legacy devices.
Even if legacy device software were modified to integrate gPTP, space con-
straints and hardware limitations would pose significant obstacles, potentially
requiring the replacement of network interfaces and additional resources.

Furthermore, legacy systems employ diverse synchronization protocols.
While the Network Time Protocol (NTP) [16], as a precursor of gPTP, shares
similarities with it in functionality, other protocols like EtherCAT [14] or Flex-
ible Time-Triggered (FTT) [18] utilize unique mechanisms unrelated to TSN.
Modifying synchronization mechanisms in such cases would not only affect
synchronization but also demand system-wide overhauls, potentially impact-
ing application-level implementations. Hence, an independent synchronization
mechanism for legacy end-stations is necessary for TSN adoption in legacy
networks.

12.3.3 Centralized Network Configuration element

The CNC is a virtual component that can be placed in a designated node, an
end-station, or a switch. Regardless of its placement, it can exchange informa-
tion with network devices via NETCONF [10, 1]. This bidirectional communi-
cation allows end-stations to send user or network configuration requests to the
CNC while switches can communicate their specifications. Finally, the CNC
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Fig. 12.6: Heterogeneous TSN network with legacy end-stations topology.

can distribute new configurations to the entire network.

NETCONEF utilizes a client-server approach for configuring the network,
where the CNC acts as the client, responsible for collecting network informa-
tion and initiating network device configurations. Note that all TSN network
devices, e.g., TSN switches, must have a NETCONF server enabled to receive
configurations from the CNC.

12.4 Problem statement

To observe the problems caused by the lack of synchronization between legacy
systems and the TSN communication subsystems, we set up a small legacy
network consisting of two single-board computers, i.e., Raspberry Pi (RPi) 3
Model B, running RPi Operating System (OS), connected point-to-point. Af-
terward, we add a Multiport TSN kit switch from System-on-Chip Engineering
(SoC-e)! so that the RPIs behave as legacy end-stations in the new network,
see Figure 12.6. The Raspberry Pi boards are configured to synchronize their
software clocks with each other via NTP. Note that any clock synchronization
protocol other than gPTP could be used between the legacy end-stations since
they reproduce scenarios where the TSN switch cannot synchronize with the
end-stations. We use NTP as a possible synchronization algorithm even if it
is more common in industry the use of PTP, which typically provides a better
synchronization accuracy.

In this experiment, we analyze the legacy network separately, i.e., without

'MTSN Kit: a Comprehensive Multiport TSN Setup. [Online]. Available: https://
soc—e.com/mtsn-kit-acomprehensive-multiport-tsn—-setup/
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Fig. 12.7: Positive legacy system clock drift behavior.

the TSN network, to see its baseline behavior. Then, a TSN network is added
to the legacy system to analyze the effects of putting both together. These ex-
periments show that the only traffic affected by the lack of synchronization is
the scheduled traffic; therefore, it is the one we will focus on in this paper.
In this regard, thanks to the improved hardware and software capabilities of
the TSN switches, the jitter of the legacy network TT traffic practically disap-
pears. The reduced reception jitter would improve the system specifications and
capabilities, enabling better service provision. Such enhancements would be
challenging to achieve with the limitations of the communications subsystems
previously used in the legacy network. However, due to the lack of synchro-
nization, there is a drift between the clock time of TSN and the legacy system.
This causes a deviation between the communication schedule of the legacy sys-
tem and the TSN schedule that can be either positive or negative depending on
which clock is faster or slower.

Regarding legacy synchronization, different protocols may require different
configuration approaches. Traditional methods involve configuring synchro-
nization traffic as AVB traffic to cap maximum latency or as TT traffic via the
TAS for periodic configuration traffic. Alternatively, less conventional strate-
gies like allocating a high-priority queue solely for synchronization traffic may
be required. Nevertheless, these unconventional methods might compromise
the maximum jitter experienced by TT traffic due to potential interference from
synchronization traffic. Nonetheless, this jitter is expected to remain lower than
that of the legacy network. However, these specific solutions fall beyond the
scope of this paper. Below, we explain the findings of the experiment in detail.
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Figure 12.7 shows the behavior of a heterogeneous TSN network in which
the legacy system experiences a positive clock drift relative to the TSN com-
munication subsystem. When the TSN clock is slower than the legacy system
clock, the legacy system schedule exhibits a positive drift relative to the TSN
schedule, causing frames to arrive at the receiver increasingly later than their
legacy scheduled time. Moreover, since the transmission of frames by the TSN
network to the legacy system receiver (listener in TSN terminology) is slower
than the transmission by the legacy system transmitter (falker in TSN termi-
nology) to the TSN network, the frames stack up in the buffers. However, the
buffers are not infinite. Hence, frames that arrive once the buffer is full are
discarded.

Figure 12.2 shows the number of frames lost (y-axis) per time unit (x-
axis) during the experiment in which the legacy system experiences a positive
clock drift (D) relative to the TSN communication subsystem. This experiment
demonstrates that after a period of frame accumulation in the output queue, the
queue starts to lose one frame out of every 100/(D [%]) frames.

Figure 12.8 shows the behavior of a heterogeneous TSN network in which
the legacy system experiences a negative clock drift relative to the TSN com-
munication subsystem. When the TSN clock is faster than the legacy system
clock, the legacy system schedule exhibits a negative drift relative to the TSN
schedule, causing frames to arrive at the receiver increasingly earlier than their
legacy scheduled time. However, this effect cannot be infinitely extended over
time since receiving a frame before it has been transmitted is impossible. When
enough clock skew accumulates after a while, frames miss the transmission
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Fig. 12.9: Traffic skew due to negative clock drift.

window in which they are scheduled, leaving a period with no frames being
transmitted.

Figure 12.9 shows the traffic skew observed during the experiment where

the legacy system encounters a negative clock drift relative to the TSN commu-
nication subsystem. In this scenario, the loss of transmission windows becomes
evident through the abrupt shifts in traffic skew observed in the graph. These
findings reveal that frames undergo an entire period of clock drift before losing
the transmission window and resetting the drift.

Through these experiments, which presented similar results to those in [8],
we can observe that legacy systems can continue communicating through TSN
and benefit from some of its features, such as improved reception jitter. How-
ever, due to the lack of synchronization, a clock drift appears, which not only

causes a deviation in reception but can lead to empty transmission windows
or even loss of frames. Therefore, this work aims to develop a mechanism

that eliminates the drift between the TSN and legacy system schedules without
requiring any modification in the legacy end-stations.
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12.5 TALESS: TSN with Legacy End-Stations Syn-
chronization

As we’ve discussed, drift is the primary source of errors in the absence of
synchronization. However, when it comes to developing a solution, we must
consider two crucial factors. First, the lack of synchronization among various
legacy systems, each operating in its unique time domain, can lead to different
drifts with respect to the TSN network. Secondly, these drifts are not constant
over time, as environmental factors like temperature can impact the clocks in
the network differently. Therefore, the proposed solution should eliminate the
clock drift effects of different legacy systems that change over time.

One way to avoid the negative consequences of the drift caused by the lack
of synchronization consists in eliminating the drift between the TSN network
schedule and the legacy system rather than among clocks. As discussed in the
previous section, the clock drift between the legacy system and the TSN com-
munication subsystem leads to a disparity between the rates of frame reception
and forwarding in the switches. When forwarding lags behind reception, a
buffer overflow may occur, while faster forwarding than reception results in the
loss of transmission windows, causing delays of nearly two periods between
consecutive frames. Ensuring that the frame forwarding rate matches the re-
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ception rate through proper scheduling would solve these issues.

To achieve this, we propose to modify the size of the TSN GCL transmis-
sion windows when there is drift. This way, we can modify the TSN’s transmis-
sion pace to match the legacy system one. Figure 12.10 shows an example of
the operation of the proposed solution. This figure shows how, after detecting
the drift, the TSN network changes the size of certain windows, specifically the
lower priority BE queue, so that from that point onward, the frames arrive at
the receiver according to the legacy system schedule. However, the TT traffic
transmission windows should not be modified since the size of these windows
is determined by the size of the frame and the link speed, where both parame-
ters are independent of the clock drift. In this regard, TALESS would have no
negative effect on any critical traffic unless a network reaches 100% utilization
and the legacy system’s clock becomes faster with respect to the TSN network.
In this case, reducing any transmission windows would cause adverse effects
on the network since there would not be sufficient resources in the TSN net-
work. However, configuring to 100% utilization on the network is impractical,
and industrial use cases commonly avoid that. Therefore, in TALESS, non-
TT windows (NTTW) should be modified by a ratio equal to the drift between
the legacy system and TSN (D) plus the cumulative variation in TT windows
(TTW). Therefore, the new size of each NTTW (NTTW;.size') can be com-
puted as:

NTTW;.size' = NTTW;.size + D x NTTW;.size +

12.1
D x (NTTW;j.start — NTTW;_1.end) ( )

where, to the previous NTTW size NT'T'W;.size, we first add the variation of
the window by multiplying the previous size NTTW;.size by the drift per-
centage D (either positive or negative) and secondly we add the cumulative
variation of the TTW between the previous NTTW NTTW;_; and the current
one. This last increment is because TTW cannot be modified, and the incre-
ment of these windows accumulates until the next NTTW. Note that the GCL is
a list of transmission windows that specifies the size of each window. The start
of each window is determined by the size of the windows preceding it. Conse-
quently, while TTWs maintain a fixed size, they can be shifted forward or back-
ward based on adjustments to the NTTW according to Eq. (12.1). Moreover,
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by exclusively adjusting the size of the NTTW windows, inherent rescheduling
issues such as overlapping can be avoided. Figure 12.11 illustrates how modi-
fying the NTTWs allows for the adjustment of the periods of the TTWs to align
with the drift of legacy end-stations. The figure shows how TALESS adjusts the
size of the NTTWs to align the periods of two TT frames initially set at 3 and 6
time units, respectively, to accommodate end-stations with approximately +8
% drift. Revisiting Figure 12.10, we can observe that the implementation of the
Eq. (12.1) results in the expansion of the gray transmission windows, which
correspond to the NTTWs, allowing them to match the transmission pace of
the legacy system. Moreover, the NTTWs located after a TTW exhibit a longer
extension due to their assimilation of the expansion corresponding to the TTW.

Consider a single TT frame with a size of 1 time unit and a period of 4
time units, forming the GCL of a TSN switch with a TTW of 1 time unit and
an NTTW of 3 time units. Assuming a -10% drift of the legacy system relative
to the TSN clock (i.e., D = -0.1), each TSN time unit corresponds to 0.9 time
units of the legacy system.

Over 10 cycles of the GCL, there would be 10 transmission windows, but
the legacy transmitter would have sent (10 x 4)/(4 x 0.9) = 11 frames due to
the time conversion, resulting in an accumulation of one frame. With 20 cycles,
it would accumulate 2 frames, with 30 cycles, 3 frames, and so on leading to a
buffer overflow. However, applying the proposed solution, the resulting GCL
would have a TTW of 1 time unit and an adjusted NTTW of 3—0.1 x 3—0.1 x
1 = 2.6 time units. Consequently, regardless of the number of GCL cycles
n, the number of transmission windows and legacy talker transmissions would
remain equal n X (1 +2.6)/4 x 0.9 = n.

Eq. (12.1) would be sufficient in a heterogeneous network where the drift
between the legacy system and the TSN network is constant. In that case, it
would be enough to calculate the drift and apply the formula to the TSN sched-
ule only once offline. Drift can be measured by sampling the network traffic and
comparing the real periodicity with the scheduled one. However, the previous
solution will not be sufficient if the drift is variable or if several legacy systems
with different time domains coexist in the same TSN network. Regarding vari-
able drifts, constant monitoring and reconfiguration of the network is necessary.
To do this, we propose a Drift Detector (DD) that continuously detects the drift



Paper E

21

Period = 2.75 tu Period = 2.75 tu Period =2.75 tu

> » <
€ »<€ »<€

Period =5.5tu

<

7.

L

b

7.

J

>
GCL 1 GCL2
Period =3 tu Period = 3 tu Period = 3 tu
Period = 6 tu :

<
<

3

L

7.

Nl e M |

GCL1
Period = 3.25tu Period = 3.25tu

< » <
< » <€

GCL2
Period = 3.25 tu

Period = 6.5 tu

<

> € 3
» <€ >,

L

B M ) M

>

GCL1

J
-

GCL2

Fig. 12.11: Adjustment of the periods of 2 TTWs with 3 and 6 time units period
(green frame and blue frame respectively) by modifying the size of NTTW
(grey boxes) to accommodate end-stations’ traffic with approximately +8 %

drift.

between different clocks during run-time. Thus, we propose implementing a
reconfiguration mechanism in the CNC, as shown in Figure 12.12. The DD,
located on at least one reception port of a switch connected to a legacy sys-
tem talker, samples the reception, i.e., the legacy system talker transmission. A
single transmitter suffices because, under the assumption that the entire legacy
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system is synchronized using a legacy synchronization protocol, the drift be-
tween all legacy end-stations and the TSN communication subsystem is the
same. The diagram in Figure 12.13 depicts a network that implements TA-
LESS, in which end-stations T1 and T2, as well as L1 and L2, represent the
Talkers and Listeners of legacy systems 1 and 2, respectively. The drift is de-
termined based on the reception times of talker transmissions, which can be
calculated using various methods. While this paper does not aim to provide the
optimal or most efficient method, some options are outlined below.

The simplest approach involves utilizing a periodic frame with easily iden-
tifiable characteristics. By sampling the reception times, it becomes possible
to compute the time interval between consecutive receptions of this periodic
frame. Statistical inference techniques, such as T-Student analysis, can then
be applied to ascertain, with a user-defined confidence level, whether the sam-
pled frame adheres to the intended periodicity established in the TAS schedule
within the TSN switch. The user-defined confidence level sets the threshold for
drift detection by the DD. Specifically, in a heterogeneous TSN network incor-
porating several legacy systems, one transmitter is selected from each legacy
system, and a TT frame is chosen from each of the selected transmitters. These
frames can be, for example, periodic transmissions from any type of sensor
such as temperature, pressure, revolutions, etc., or a combination thereof. Sub-
sequently, a DD responsible for sampling the selected TT frames is deployed
on the reception port of each TSN switch connected to the selected transmit-
ters. Each DD knows the period of the corresponding frame since the TSN
switch schedules the TT frames and therefore knows their periodicity. In this
example, we assume a scheduled period of 1 second. Once the network is op-
erational, any drift between the legacy systems and TSN may commence due
to the lack of synchronization. Consequently, the sampled frames may arrive
with an average period different than the 1 second expected. For instance, one
of the sampled frames may arrive with a 0.9 second period. By continuously
comparing this average period (0.9 sec) with the scheduled value (1 sec), the
DD can identify the presence of drift. Notably, this comparison entails statisti-
cal inference, owing to reception jitter. Therefore, establishing a threshold for
statistical inference becomes essential, whether it be a 90%, 95%, or 99% con-
fidence level. This confidence level, in conjunction with the network jitter and
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drift, dictates the maximum achievable traffic skew before drift detection. The
determination of this maximum traffic skew is driven either by user specifica-
tions or network requirements. For example, reducing the statistical confidence
level may become necessary in systems with stringent delay and jitter require-
ments. This adjustment could lead to more false positives in drift detection,
prompting additional reconfigurations. However, it ensures that traffic skew re-
mains within acceptable limits set by jitter and delay constraints. Section 12.7
presents examples illustrating the maximum skew detected in the experiments
conducted in this paper and provides a detailed explanation of the calculation
process.

Every time the drift is detected, the average period of the last ‘n’ receptions
of the sampled frame is calculated and divided by the expected frame period in
the TSN switch to determine the drift percentage. This method was employed
in the experiments discussed in Section 12.6.

Alternatively, other methods may involve calculating the reception rate per
time unit. For instance, if the TSN switch expects to receive two TT frames
from the talker, one with a period of 2 time units and the other with a period of 3
time units, it should ideally receive a total of 5 frames within every 6 time units
interval. Through variations in the reception rate, it is possible to determine
the drift. However, these methods are less accurate and require longer analysis
periods to complete the determination.

Whenever a new drift is detected, a signal is sent to the CNC informing
about the drift value. The CNC then updates the network configuration accord-
ing to Eq. (12.1) and deploys it on the network to eliminate the drift between
the legacy end-stations and the TSN schedule.

Finally, to allow the solution to work in networks combining different
legacy systems, the only requirement is that TT traffic routes of different legacy
systems cannot share output ports. This is because variations between the drifts
of the legacy systems would invalidate TSN scheduling since the different drifts
could cause some transmission windows to be advanced while others are de-
layed, causing them to collide. Moreover, given the small variability of the
clocks, the resulting hyper-periods would be exponentially longer. For ex-
ample, if two legacy systems transmit with 1 second period, but one has a
1% positive drift and the other one has 1% negative, instead of a GCL of 1
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second with 3 transmission windows, the GCL would have an extension of
Iem(1.01,0.99)=99.99 seconds with more than 200 transmission windows. Fig-
ure 12.14 illustrates an example of a heterogeneous TSN network following a
tree topology combining two legacy systems with different drifts. The TSN
communication sub-network comprises switches SW1, SW2, and SW3, while
legacy systems 1 and 2 consist of end-stations ES1.1 and ES1.2, and ES2.1
and ES2.2, respectively. According to the requirement, TT traffic routes of
each legacy system do not share output ports with the TT traffic routes of the
other legacy system. To ensure meeting this condition, the TT traffic of each
legacy system is grouped into separate branches of the tree topology, and the
inter-system communication is restricted to AVB or BE traffic.
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AVB, BE traffic inter-system

TT, AVB, BE traffic LS1

Legacy System 1 Legacy System 2

Fig. 12.14: Heterogeneous TSN network with tree topology using TALESS.

12.6 TALESS Validation Setup

In this paper, we validate the solution’s effectiveness using two methods: a
simulation model of the solution at the end-stations and an experimental imple-
mentation.

12.6.1 Simulation Model

Our model simulates the behavior of a TSN switch implementing TALESS.
However, since TALESS solely eliminates drift, the results obtained in our ex-
periments can be extrapolated to more extensive networks with any type of
schedule, as long as the network architecture and schedule are functional in the
absence of drift.

The model is implemented in Matlab and uses several parameters as inputs.
These parameters include the period of the transmission to be modeled, the drift
at the end of the experiment, and the jitter of the received transmission as the



26 Paper E

variance of a specified distribution. In addition, the modeled network run-time
must be specified as an input. This is one of the main advantages of the model
over the experimental implementation since, as real drifts are very small, the
effects are noticeable only in the long term. In this sense, the model allows us
to analyze long periods of time with realistic drift values in a reasonable model
execution time.

The reception of frames is modeled as a list of timestamps (zs) generated
by applying the drift variation (dv) and jitter (j) to the period (p), i.e.

ts; = ts;_1 + p x dv' + normrnd(0, var) (12.2)

where normrnd(0, var) is a random value following a specific distribution, in
this case, a normal distribution, with mean 0 and the variance var corresponding
to the variance of the jitter used as an input. The DD module analyzes all fs
values in the list individually. The DD module determines whether the period
of the reception is equal to the initially scheduled one using a Student’s t-test
(ttest?). Once a significant difference is detected, i.e., the probability of the
periods being equal is below a predetermined threshold, the period is updated
based on the trend measured in the frames received since the last period update
(polyfit?).

Finally, the model shows three different results for both positive and nega-
tive drift. The first result is the behavior of the reception with free transmission,
i.e., without the intervention of the TSN switch, while the second result is the
behavior with a fixed schedule without applying any solution. Finally, the last
result is the effect of TALESS implementation. The results will be presented
and discussed in Section 12.7.

12.6.2 Experimental Setup

We extended the network presented in Section 12.4 for the experimental im-
plementation. More specifically, we use 4 Raspberry PIs and 4 TSN switches,

2One-sample and paired-sample t-test - MATLAB ttest [Online]. Available: https://se.
mathworks.com/help/stats/ttest.html

3Polynomial curve fitting - MATLAB polyfit - MathWorks [Online]. Available: https:
//se.mathworks.com/help/matlab/ref/polyfit.html


https://se.mathworks.com/help/stats/ttest.html
https://se.mathworks.com/help/stats/ttest.html
https://se.mathworks.com/help/matlab/ref/polyfit.html
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CNC

P o
L1 T T2 L2

Fig. 12.15: Experimental network diagram showing TSN Switches (S) and
legacy systems 1 and 2 represented by Talkers (T) and Listeners (L).

and a computer that will act as a CNC. The architecture of the new network is
illustrated in Figure 12.15, where T1 and L1 represent the talker and listener of
legacy system 1, and T2 and L2 the ones of legacy system 2. In addition, S1 to
S4 and the CNC represent the TSN communications subsystem.

Each pair of Raspberry PIs (Ti, Li) forms an independent legacy system,
i.e., they are not synchronized nor communicate with the end-stations of the
other legacy system. For each talker, we implemented a synthetic clock with
different drift values with respect to the TSN communications subsystem that
changes throughout the experiment. This synthetic clock only changes the time
perception of the legacy system by applying certain drift to the local clock syn-
chronized through NTP. For example, if a 10% drift is applied, the synthetic
clock will multiply all times by 1.1. These drift values were larger than those
present in a normal network to magnify the effects in a reasonable duration
of the experiments. In addition, the drift grew positively in one of the legacy
systems, while in the other, it grew negatively. Each legacy system’s synthetic
clock is responsible for driving the transmission. To keep the talker and the lis-
tener synchronized with the drift changes, apart from the previously mentioned
NTP, every time the synthetic clock drift changes, the talker sends a message to
the listener with the new drift value so that the listener can update its synthetic
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clock.

According to the design sketched in Section 12.5, the DD should be im-
plemented in the input port of switches to avoid modifications in the legacy
end-stations. However, since we do not have access to the implementation of
switches, we implemented the DDs in the legacy listener. Despite the change
of the DDs location, neither the calculation method nor the obtained drift value
changes. This is because the DDs can monitor the drifts on the ports, either
connected to switches or the legacy end-stations. Once the DD measures a
significant clock difference, it sends the drift value to the CNC. Note that the
addition of the DD is the only modification made to the legacy end-stations with
respect to their original implementation. This is required due to the limitations
in modifying the commercial TSN switches. However, in a real TALESS im-
plementation, no modifications to the legacy end-stations would be necessary.

The DD samples the frame reception time, either at the legacy end-station
or at the TSN switch port connected to one, and compares it with the scheduled
reception period. Using a t-test, it analyzes if there are variations in the period-
icity. If so, the DD calculates the drift by dividing the period measured by the
scheduled one and sends it to the CNC.

The CNC is based on the implementation proposed in [3], which was
openly available to the research community. It uses a JSON file with the con-
figuration to be deployed in the TSN network and NETCONF to deploy the
configuration. The CNC is implemented to receive drift information from the
DD, update the configuration based on Eq. (12.1), and automatically deploy
the improved configuration in the TSN network. The results are presented and
discussed in Section 12.7.

12.7 Simulation and experimental results

This section will show and analyze the results obtained using the simulation
model and TALESS experimental implementation. In addition, we will com-
pare the model with the experimental implementation to verify both the imple-
mentation and the simulation model.

We will use a metric called Synchronization Quality Metric (SQM) to ana-
lyze the obtained results. This is calculated by dividing the difference between
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the Reception Time (RT) of two consecutive frames minus the Scheduled Pe-
riod (SP) for those frames by the SP, i.e.,

(RT;41 — RT;) — SP

SQMi = SP

(12.3)

The SQM allows us to analyze drift and jitter graphically. On the one hand,
the mean SQM in a given interval provides information about the drift. Since
the SQM gives the variation between the reception period and the scheduled pe-
riod, if, for example, the scheduled period is 1 time unit and the average SQM
is 0.1, then the system is receiving with a period of 1.1 time units. Therefore,
there is a drift of 10%, i.e., the frames will arrive at times 1.1, 2.2, and 3.3
when they should arrive at times 1, 2, and 3. On the other hand, the maximum
absolute value of SQM minus the mean SQM provides the ratio of jitter with
respect to the period since by eliminating the drift from the variations in recep-
tion, we obtain the variation caused by the jitter. Note that this metric does not
allow us to observe extreme cases such as frame loss, since the SQM cannot be
quantified due to the missing RT.

Finally, all the analyses will be performed by comparing the reception of
periodic frames in three different scenarios: (i) with free traffic flow through the
TSN network, i.e., without applying TAS or any other scheduling mechanism,
(i1) with the TSN communications subsystem scheduled without TALESS im-
plementation, and (iii) with TALESS implementation.

12.7.1 Simulation Model Results

We simulate two different scenarios using the simulation model. In both cases,
the model simulates a year of communications of a periodic transmission with
an initial period of 1 second and with a variable drift that starts at 0% and grows
progressively until reaching 10% at the end of the simulation in the first sce-
nario and from 0 to -10% in the second one. These drift variations reflect the
natural degradation of the end-station clocks, either positive or negative, caused
by factors such as the passage of time or environmental influences like temper-
ature, pressure, or electromagnetic interference. In addition, the jitter of the
transmission is used as an input to the model and follows a normal distribution
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8 Simulation results using the TALESS model with negative drift
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Fig. 12.16: Simulation results of one year of transmissions in a heterogeneous
TSN network with negative clock drift in three different scenarios: free, sched-
uled, and TALESS transmission.

of variance 0.01. This distribution and variance are similar to the ones in Sec-
tion 12.4. The results can be seen in Figures 12.16 and 12.17, both showing the
SQM over the simulation time.

In both scenarios, the free reception has a jitter of 70 ms (as defined as
input) and zero drift. When scheduling the TSN subsystem without TALESS,
the jitter almost disappears, but the effects of the drift between the TSN sched-
ule and the legacy transmission become evident. Finally, we observe that by
applying TALESS, both the jitter and the drift almost drop to 0.

12.7.2 Real Network Implementation Results

Using the real network, we run an experiment similar to the model but with
certain restrictions. Instead of a year of execution, only 2000 frames are trans-
mitted in each legacy system, and the drift, instead of increasing and decreasing



Paper E 31

s Simulation results using the TALESS model with positive drift
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Fig. 12.17: Simulation results of one year of transmissions in a heterogeneous
TSN network with positive clock drift in three different scenarios: free, sched-
uled, and TALESS transmission.

progressively up to £10%, varies by +5% every 100 frames. Moreover, the
legacy system with positive drift starts with a period of 1 second that is period-
ically shortened, while in the negative drift legacy system, it is the final period,
which is equal to 1 second. All other characteristics are the same as in the simu-
lation model. This experiment covers all the scenarios considered in this study,
including the lack of synchronization between TSN and the legacy systems, the
presence of drift due to the lack of synchronization, a time-varying drift due
to environmental conditions (temperature, vibrations, power-supply, etc.), and
the coexistence of two legacy systems with distinct drift characteristics. The
results of these experiments can be seen in Figures 12.18 and 12.19.

As in the model, we can see how the free transmission has high jitter and no
drift. Once the scheduling is applied without TALESS, the jitter disappears, but
the drift occurs. In this case, the SQM (and therefore the drift) presents a step-
wise behavior instead of a continuous one because, as previously mentioned,
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Results of THALES implementation in a heterogeneous TSN network
with negative drift
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Fig. 12.18: Results of heterogeneous TSN network execution with negative
drift in three different scenarios: free, scheduled, and TALESS transmission.

the drift variation is applied every 100 frames for simplicity in the experiment.

Finally, we see how TALESS eliminates jitter and drift yet leaves some drift
remnants (the duty cycle observed in the figures). These are due to the time
required by the solution to detect the change in the reception and are larger
than what is observed in the simulation model due to the large synthetic drift
applied to this experiment to allow us to visualize the effects of TALESS on
the drift in a reasonable time. Although small periodic drifts can accumulate
significant clock skew between the TSN network and the legacy system, there
are ways to prevent this, e.g., by over-correcting the drift by creating equivalent
drifts but of opposite sign to ensure an overall average drift equal to 0.

Also, as described in Section 12.6, in this experiment, both the positive
and negative drift scenarios are performed simultaneously in the same network.
This demonstrates that TALESS is capable of handling different drifts simulta-
neously. However, the difference in drift between legacy systems makes com-
munication impossible through TT traffic. This can be achieved through other
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Results of THALES implementation in a heterogeneous TSN network
with positive drift
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Fig. 12.19: Results of heterogeneous TSN network execution with positive drift
in three different scenarios: free, scheduled, and TALESS transmission.

types of traffic not sensitive to clock drift, such as AVB or BE, improving the
integrability of the different legacy systems integrated into TSN.

12.7.3 Comparison Results

Finally, to verify both the simulation model and the experimental implemen-
tation, we modified the model to simulate with the same conditions applied to
the experimental implementation, i.e., execution of only 2000 frames with a
variable drift of +5% every 100 frames. Such simulations’ results are shown in
Figures 12.20 and 12.21.

As we can see, the simulations of implemented scenarios match the imple-
mentation results. Although the transmission by the legacy talker is not exactly
the same since the real network does not strictly follow a normal distribution,
the effects of both schedulings (with and without TALESS) on reception are
essentially the same. This experiment provides evidence that the simulation
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Simulation of THALES implementation in a heterogeneous TSN network
with negative drift
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Fig. 12.20: Simulation results of the implemented heterogeneous TSN network
with negative drift.

model follows the experimental results, ensuring the validity of the simulation
model and, therefore, of TALESS.

In Table 12.1, we outline the absolute values of the jitter and drift obtained
from both the simulation and the real network. Regarding drift, we calculate
the difference between transmission and schedule time solely at the end of the
experiments. At the start, the clock skew is presumed zero as insufficient time
has elapsed for clock divergence. Note that the simulation spans one year,
while the real network experiment lasts 2000 seconds of clock time for the end-
station, under artificially amplified drift. In both simulated and real network
experiments, the free transmission showcases the results previously discussed.
Regarding the scheduled transmission without TALESS, both the real network
and the simulation showed zero jitter. In the simulation, this occurs because
we do not model TSN jitter since TSN time is directly equated with real-time,
while real network results lack precision for direct jitter measurement, though
TSN specifications suggest nanosecond-scale jitter. Notably, discrepancies be-
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Simulation of THALES implementation in a heterogeneous TSN network
with negative drift
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Fig. 12.21: Simulation results of the implemented heterogeneous TSN network
with positive drift.

tween the end-station clock time and the TSN schedule due to clock drift are
evident in both scenarios at the end of the experiments. Introducing TALESS
effectively eliminates drift, yet simulation indicates minor jitter due to the time
required for drift detection and application, while real network results show
a 1 s jitter, attributed to the artificially amplified drift variation applied in the
experiments.

12.7.4 Reconfiguration Time

Determining the network reconfiguration time is crucial for assessing the
achievable jitter in the network. This time encompasses the duration needed
to detect and address drift when it arises. By calculating this time, we can as-
certain the traffic skew achieved before implementing the solution. This traffic
skew, combined with the TSN jitter, determines the jitter experienced by the
legacy system traffic when the legacy system experiences a drift change. This
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Table 12.1: Results in absolute values.

Experiment Jitter | Traffic Skew
Free Transmission | 70 ms 0 ms
Simulation Scheduled 0 ms 18 h
TALESS 2 ms 0 ms
Free Transmission | 70 ms 0 ms
Real Network Scheduled ~ 0 ms 1300 s
TALESS ls ~ 0 ms

parameter influences scheduling factors such as transmission window offsets.
If the transmission window offset is bigger than the maximum drift plus the
transmission jitter of the legacy end-station, we ensure that, in the absence of
any other issues, TT frames will consistently transmit within their designated
windows. Consequently, it becomes feasible to define latency by design by
scheduling the TT traffic transmission windows via the TAS’s GCL. Moreover,
the reception jitter will be zero, while the latency jitter will be constrained to
the transmission jitter of the legacy end-station plus the maximum traffic skew,
which represents less than 2% of the jitter in the experiments as we will see
below.

The reconfiguration time can be dissected into three components: drift de-
tection time, rescheduling time, and new schedule deployment time. For drift
detection, in our experimental network with approximately 70 ms jitter and
around 1 ps drift per second, the DD requires sampling 2000 frames to de-
tect the drift. Lower jitter and higher drift necessitate fewer samples. In our
scenario, the 2000 frames needed imply a maximum traffic skew of 0.2% of
the sampled frame period, corresponding to 2 ms for frames with a 1-second
period.

As for rescheduling time, it can be considered negligible since TALESS
modifies the existing schedule using Eq. 12.1 rather than creating a new one.

Regarding new schedule deployment time, the CNC enables background
preparation of the new schedule, allowing the application at an opportune mo-
ment, such as the end of a GCL cycle. Thus, in the worst case, one clock cycle
would be added to the network reconfiguration time. Given our legacy clock
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parameters, this translates to an additional traffic skew of 0.0001% of the GCL
cycle.

In summary, the reconfiguration time equals the duration needed for drift
identification plus one GCL cycle. For our experimental legacy network model,
this time amounts to 2000 periods of the sampled frame plus one GCL cycle,
totaling 2001 seconds. This corresponds to a maximum traffic skew of approx-
imately 2 ms before implementing the solution.

12.8 Conclusions and Future work

This paper analyzed the effects of the lack of synchronization between the
legacy systems and the TSN network. These effects are mainly due to the
drift between TSN clocks and legacy systems, resulting in either delayed TT
transmission or missing frames in the long term. Therefore, we designed, im-
plemented, and validated a solution, TALESS, to remove the identified effects.
Through simulation and implementation of TALESS, we demonstrated that TA-
LESS efficiently enforces the reduction of jitter and removes the effects of clock
drifts in legacy systems. This solution allows us to integrate several legacy sys-
tems into a TSN network without modifying their clock synchronization.

In future work, we aim to implement the proposed mechanism within a TSN
switch to provide a complete tool for TSN adoption without any modification
within the legacy systems.
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